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Preface

This redbook provides material describing how to implement and operate
ADSTAR Distributed Storage Manager (ADSM) Version 3 for people who have a
general understanding of ADSM but have no practical experience of ADSM
implementations.

Support materials in the form of example option files and macros are included
where appropriate, and checklists lead you step-by-step through an
implementation of the basic functions of ADSM:

¢ Planning and sizing

¢ Product implementation
¢ Customization

¢ Operation

¢ Performance and tuning

This practical guide is intended for the following audience:

* New Business Partners and other implementers aiming for ADSM
Certification.

e System administrators, new to ADSM, who are asked to commence a basic
ADSM implementation for the very first time

« ADSM administrators who want to learn more about the basic ADSM
components and their implementation
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Chapter 1. ADSM Implementation Checklists

The objective of this redbook is to provide material describing how to implement
and operate ADSTAR Distributed Storage Manager (ADSM) Version 3 for people
new to ADSM.

This chapter provides an overview of our redbook ADSM environment and
implementation checklists for planning, installing, and operating that
environment.

Our environment provides an integrated solution which incorporates
complementary client and server options, basic performance recommendations,
and operational processes. In our experience, this environment has been shown
to satisfy the most common customer requirements and forms a sound basis for
extension, or can be used as-is.

The checklists provide step-by-step processes to plan and implement an ADSM
environment. Although geared towards our redbook environment, the checklists
can be used for any implementation. There are separate checklists for planning
the environment, server implementation, client implementation, and daily
operations.

We have provided planning sheets, option files, and administrative macros to
help plan and implement your ADSM environment. Appendix A, “Planning and
Sizing Worksheets” on page 239 and Appendix B, “Redbook Support Material” on
page 243 provide copies of those materials.

1.1 The Big Picture
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Any ADSM solution consists of a number of pieces crafted to satisfy a particular
set of requirements. These solution pieces include definitions for data storage
management, policy management, user management, and operational
management.

The difficulty is in determining how to craft each of these pieces to complete the
solution jigsaw. This is complicated by the vast number of options and
permutations that are possible with ADSM. We can help you.

We have developed a functional ADSM environment which has been shown to
satisfy a number of key customer requirements. Those key requirements are:

e Multiple backup copies of files to be kept

« Second copy of backup data to be kept offsite

* Restore time to be minimized

¢ High level of automation
Our environment also incorporates basic performance tuning recommendations

and operational procedures for onsite-offsite tape movement. It forms a sound
platform for further expansion.

Figure 1 on page 2 shows the data storage management perspective of our
ADSM environment. The figure shows the flow of data to and from the onsite
storage pools and offsite copy pools. Some key features of this environment are:



« Separate storage pools for client directory information and client data

Client data written to a disk storage pool, then migrated to tape storage pool
« Duplicate copies of onsite data created for offsite storage

« Mirrored ADSM database and recovery log
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Figure 1. Redbook ADSM Environment

The two primary disk storage pools hold client directory information (DISKDIRS)
and client data (DISKDATA). The remaining storage pool (TAPEDATA) is on tape
and holds only client data. A copy of client data is stored in one offsite storage
pool (OFFDATA), and a copy of the client directory data is stored in another
storage pool (OFFDIRS).

1.2 Redbook Support Material

We provide worksheets, option files, and administrative macros to help plan and
implement your ADSM environment.
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The worksheets are used during the planning phase of an ADSM implementation
which we use and discuss in Chapter 2, “ADSM Implementation Planning” on
page 9.

The option files are examples to customize your ADSM server and clients. If you
want to use them in your implementation, you need to modify the example files to
fit into your environment, and then replace your options files with them.

The administrative macros are used to ease some steps of your ADSM
implementation. Again, you need to modify some of the macros to meet specific
requirements in your ADSM environment.

The redbook support material is available in softcopy on the internet from the
redbooks Web server. Point your Web browser to:

ftp:// waw redbooks. i bm cond r edbooks/ S&245416

Alternatively you can go to:

htt p: // waw r edbooks. i bm com

and select Additional Redbook Materials (or follow the instructions given, since
the Web pages change frequently!).

We provide two files. Each file contains all the support material in compressed
format. The UNIX platform file is named sg245416. t ar, and the Windows platform

file is named sg245416. zi p.

Table 1 on page 3 lists the contents of the support material from those files.

Table 1. Redbook Support Material

File name Contents

dsmopt.aix Client user options file for AIX
dsmopt.nw Client options file for NetWare
dsmopt.win Client options file for Windows 95/NT
dsmserv.aix Server options file for AIX

dsmserv.mvs

Server options file for MVS

dsmserv.win Server options file for Windows NT
dsmsys.aix Client system options file for AIX
mac.admins Administrative macro to define administrators

mac.optionsets

Administrative macro to define client option sets

mac.schedules

Administrative macro to define administrative and client
schedules

mac.scripts

Administrative macro to define server scripts

mac.stgcreate

Administrative macro to create storage pools

mac.stgdelete

Administrative macro to delete default storage pools

mac.policy

Administrative macro to define policy domains, policy sets,
management classes, and copy groups.
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File name Contents

planning.123 Planning spreadsheets (Lotus 123 format)
planning.xlw Planning spreadsheets (Microsoft Excel format)
readme.1st Contents of Support Materials

We recommend that you download the support material files into a separate
directory on a system from which you can run an administrative command client.
In our experience, the implementation works best when you choose a UNIX or
Windows platform for that system.

If you want to use our redbook support material, you have to load the macro files
into ADSM. We assume the administrative client is running in a Windows
environment and the macro files are located in directory C:\redbook. You must
invoke the administrative command line client with the ITEMCOMMIT parameter,
otherwise the macro command will fail with a series of error messages.

The following command shows how to load the macro mac.admins to create the
recommended administrative IDs. To load other macros, you need to specify
another macro file.

Adniini strat or
Nane

C\ProgramFi | es\ | BM ADSM sacl i ent >dsnadnt - i t encormmi t

ACSTAR Distributed Storage Manager

Conmand Li ne Administrative Interface - Version 3, Release 1, Level 0.6
(O Qopyright IBMGorporation, 1990, 1997, Al R ghts Reserved.

Enter your user id: adnmin
Enter your password: ****

Sessi on establ i shed with server PAGIPAGQQ Wndows NI
Server \ersion 3, Release 1, Level 2.13
Server date/tine: 02-02-1999 17:02: 09 Last access: 02-02-1999 17:01:55

adsn> nacro c:\redbook\ nac. adm ns

ANSB000I Server command: 'register admn sysadnmin sysadnin contact= System Admnistrator’’
ANR2068| Adnmini strator SYSADM N regi st ered.

ANSB000I Server command: 'grant authority sysadmn cl asses=system

ANR20761 Systemprivilege granted to admnistrator SYSADMN

ANSB000I Server command: 'regi ster admn support support contact="System Support’’
ANR2068I  Adnini strat or SUPPCRT regi st ered.

ANSB000I Server command: 'grant authority support classes=system

ANR20761 Systemprivilege granted to admni strator .

ANSB000I Server command: 'register adnmin reporter reporter contact= System Reporting’
ANR2068| Adnmini strat or REPCRTER regi st ered.

ANSB000I Server command: 'regi ster admn hel pdesk hel pdesk contact="Qient Admnistrator’’
ANR2068I  Adnini st rat or HELPDESK regi st er ed.

ANSB000I Server command: ' query admin’

Days S nce Days S nce Locked? Privilege d asses
Last Access Password Set

<1 17 No System

<1 <1 No

<1 <1 No

No System
<1 <1 No System
<1 <1 No System
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1.3 Planning Checklist

Proper planning for your ADSM environment is critical to the success of the
implementation. You should review all of Chapter 2, “ADSM Implementation

Planning” on page 9.

The tasks contained in the ADSM planning checklist are shown in Table 2 on
page 5. You should complete all these tasks before implementing the ADSM

environment.

Table 2. Planning Checklist

v | Tasks Refer to
Download redbook support materials 1.2 on page 2
Complete client requirements worksheet 2.1 on page 9

Complete data retention worksheet

2.2 on page 15

Choose server platform

2.3.1 on page 17

Size ADSM server

2.3.2 on page 20

Complete licensing worksheet

2.3.4 on page 21

Determine network load

2.3.5 on page 22

Complete ADSM database worksheet

2.4.2 on page 23

Complete ADSM recovery log worksheet

2.4.3 on page 26

Complete ADSM storage pool worksheet

2.4.4 on page 27

Complete ADSM disk worksheet

2.4.6 on page 28

Determine tape library

2.5.2 on page 30

Determine number of tape drives

2.5.3 on page 30

Determine number of tape volumes

2.5.4 on page 31

Complete administrator worksheet

2.5.5 on page 32

1.4 Server Implementation Checklist

The server checklist identifies those tasks you must complete to set up the
redbook ADSM server environment. The tasks contained in the checklist are
shown in Table 3 on page 6. These tasks are performed by either the system

administrator or ADSM administrator.

The checklist consists of a series of tasks which must be performed sequentially.

Each task in the table has a reference to another section in this redbook. The
referred section contains the specific details on how to complete that task. For

some tasks we additionally refer to the macro file we provide as described in 1.2,
“Redbook Support Material” on page 2.

ADSM Implementation Checklists
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Table 3. Server Implementation Checklist

v’ | Tasks Refer to Macro
Download latest server code fixes 3.1 on page 37
Install server code 3.2 on page 37
Update server options file 3.3.1 on page 38
Install Web administrative client 9.1.2 on page 144
Create database volumes 4.1 on page 47
Create recovery log volumes 4.2 on page 49
Mirror database 4.6.1 on page 57
Mirror recovery log 4.6.2 on page 58
Remove default database volumes 4.7.1 on page 60
Remove default recovery log volumes 4.7.2 on page 61
Set up server licensing 8.2 on page 138
Define tape libraries 5.8.1 on page 85
Define tape drives 5.8.2 on page 85
Define device classes 5.8.3 on page 86
Change server run-time settings 3.3.2 on page 40
Set recovery log mode 4.3 on page 51
Set up database trigger 4.4 on page 53
Set up database expansion trigger 4.5.1 on page 54
Set up recovery log expansion trigger 4.5.2 on page 55
Define storage pools 5.8.4 on page 88 stgcreate
Define storage pool volumes 5.8.5 on page 90
Remove default storage pools 5.8.6 on page 93 stgdelete
Define policy domains 6.2.1 on page 115 policy
Define policy sets 6.2.2 on page 115 policy
Define management classes 6.2.3 on page 115 policy
Define backup copy groups 6.2.4 on page 116 policy
Define archive copy groups 6.2.5 on page 117 policy
Activate new policy 6.4.2 on page 121
Remove default policy management definitions 6.2.6 on page 118
Define administrator IDs 7.1.3 on page 124 admins
Define administrative schedules 11.2 on page 184 schedules
Define client schedules 11.3.1 on page 192 | schedules
Create client option sets 7.3.3 on page 133 optionsets
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1.5 Client Implementation Checklist

The client implementation checklist consists of two parts that identify those tasks
you must complete to set up the redbook ADSM client environment. The tasks
contained in the checklists are shown in Table 4 on page 7 and Table 5 on page 7.

Each checklist consists of a series of tasks which must be performed
sequentially. Each task in the table has a reference to another section in this
redbook. The referred section contains the specific details on how to complete
that task.

The first checklist consists of tasks performed at the ADSM server. These tasks
are performed by the ADSM administrator.

Table 4. Client Implementation Checklist: Server Tasks

v’ | Tasks Refer to
Register client node 7.2.3.1 on page 128
Associate client nodes with schedules 11.3.2 on page 193
Associate client nodes with client option set 7.3.4 on page 133
Grant authority for Web client access 7.2.3.3 on page 129
Define event recording 12.2 on page 202

The second checklist consists of tasks performed at the ADSM client. These
tasks are performed by the administrator of that client system.

Table 5. Client Implementation Checklist: Client Tasks

v’ | Tasks Refer to
Download latest client code 3.1 on page 37
Install client code 10.1 on page 151
Update environment 10.2.1.1 on page 152
Update client options files 10.2.1.2 on page 153
Start backup-archive client 10.3.2.1 on page 167
Implement scheduler 10.4.1.2 on page 177
Implement Web client 10.5.4 on page 180
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1.6 Operations Checklist

8

The operations checklist consists of those tasks you should complete on a daily
basis. The tasks contained in the checklist are shown in Table 6 on page 8. Each
task in the table has a reference to another section in this redbook. The referred
section contains the specific details on how to complete that task. This checklist
does not include the tasks we recommend scheduling on a daily basis. See

Chapter 11, “Scheduling” on page 183 for more information on scheduled

operations.

Table 6. Daily Operations Checklist

v’ | Tasks

Refer to

Check completion of client and administrative
events

12.3.3.2 on page 211

Bring free offsite volumes back to onsite

12.4.3 on page 221

Send copy tapes to offsite location

12.4.2 on page 217

Send ADSM database copy to offsite

12.4.5 on page 223

Check client restartable restores

12.3.3.4 on page 212
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Chapter 2. ADSM Implementation Planning

A successful implementation of ADSM benefits enormously from planning prior to
attempting to set up the environment.

In this chapter, we present a number of planning worksheets that lead you
through gathering the client requirements and the data retention requirements in
an orderly way. We assume you are somewhat familiar with ADSM concepts and
terms.

We provide planning sheets, option files, server scripts, and administrative
macros to help plan and implement your ADSM environment. Appendix B,
“Redbook Support Material” on page 243 contains information about how to
download those support materials and what those materials provide. Blank
worksheets are provided in Appendix A, “Planning and Sizing Worksheets” on
page 239.

The redbook support material is available in softcopy on the internet from the
redbooks Web server. Point your Web browser to:

ftp://waw redbooks. i bm cond r edbooks/ S&245416

Alternatively you can go to:

htt p: // waw r edbooks. i bm com

and select Additional Redbook Materials (or follow the instructions given, since
the Web pages change frequently!).

2.1 Client Environment Data

© Copyright IBM Corp. 1999

ADSM exists to provide services to clients, so it makes sense to begin by
gathering data about the client environment. An ADSM client is the machine from
which ADSM backs up or archives data. It could be various flavors of a
workstation, or a file server, or possibly a database server. Even though you may
know the machine as a server, to ADSM it is a client. The ADSM server refers to
the machine where the ADSM server code runs. The ADSM server stores and
manages all the data backed up from ADSM clients.

Complete Table 7 on page 9 using a column for data from each client being
considered for this ADSM implementation. Analyzing client data helps you make
decisions about the ADSM server environment. The information collected in the
table is used for node definitions and for calculating database, recovery log, and
storage pool sizes.

This table is presented in a portrait orientation in the book due to space
considerations. If you have a large number of nodes or use a spreadsheet
version, you may find the table more workable by transposing it to a landscape
orientation.

Table 7. Client Requirements Worksheet

Client 1 Client 2 Client 3
Client name MyPC File Server 1 File Server 2
Contact information Rod at 7992 Server Group | UNIX Group




2.1.1 Client Name

Client 1 Client 2 Client 3
Operating system Windows 95 | Windows NT | AIX 4.3
Total storage available (GB) 3 10 33
Total storage used (GB) 0.75 8 25
GB changed per backup 0.01 0.8 15
Number of files backed up 5000 15000 25GB
Number of versions kept 2 2 7
Data compression 0.5 0.5 0.66
Backup window times 16:30 - 08:00 | 20:00 - 07:00 | 23:30 - 04:30
Backup number of hours 155 11 5
Required recovery time frame 48 hours 24 hours 10 hours
ADSM restore time frame 24 hours 6 hours 8 hours
GB copied per archive 5
Number of files archived 17500
Number of archives kept 12
Archive frequency Monthly
Archive window times Month end
Archive number of hours 24 hours
Policy domain Workstn Workstn Server
Client option set Windows Windows AIX

Enter the name ADSM will use for each client. Each name must be unique. We
recommend using the machine name for the ADSM client name, so various
groups such as Help Desk personnel or end users can easily correlate the client
node to the ADSM name without having to look in a translation table.

By allowing the ADSM client name to default to the machine name on Windows
clients, you are able to roll out a standard ADSM options file to numerous clients
automatically without having to modify the options file for each client.

2.1.2 Contact Information

Enter information identifying the contact person or group responsible for this

client.

2.1.3 Operating System

Identify the operating system and level the client is using. Any clients using
operating systems not supported by ADSM will have to be handled separately.
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2.1.4 Total Storage Available

Calculate the total amount of usable disk storage in GB available on the client.
This number is the amount of disk storage seen by the client file system and does
not contain the actual amount installed and used by a RAID or mirroring
implementation.

2.1.5 Total Storage Used

Calculate the total amount of disk storage in GB currently in use or expected to
be used on the client. If this number is unknown, use the Total storage available
from above.

2.1.6 GB Changed per Backup

Calculate the amount of storage, data, or files changed between backup cycles. It
indicates how long the client will be busy backing up, and how robust a network is
required to complete all the backups each backup cycle. It is used to estimate
disk and tape storage requirements on the ADSM server. Table 8 on page 11
presents some typical percentages of data changed for various sizes and types of
data.

If your data change percentage is known, then enter that number in the
worksheet. Otherwise, use Table 8 on page 11 to estimate a rate, keeping in mind
that your numbers may vary. A high estimate is better than an estimate that is too

low.

Table 8. Rules of Thumb for Selecting Percentage of Data Changed
Configuration Percentage of Data

Changed (%)

Large, busy file server 10
Smaller, less busy file server 5
Workstation 1
Database using utilities or ADSMConnect Agent 10-20
Database not using utilities or ADSMConnect Agent 100

2.1.7 Number of Files Backed Up

Calculate the total number of files to be backed up for each client. It is used to
estimate disk and tape storage requirements on the ADSM server.

If the number of files is unknown, two values are possible. Enter either an
estimate of the number of files in this field, or enter 5% of the Total Storage Used
field, in GB.

2.1.8 Number of Backup Versions

Determine the number of changed copies that you want to keep of a file that
exists on the client when the backup task runs. How many different versions of
that file do you want to be able to restore? For example, if backup runs every
night and a file changes every day, and you want to be able to restore from one
week ago, then you would choose 7 as the number of backups to keep.
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2.1.9 Data Compression
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Estimate a data compression rate. To do that, you must decide whether to use
data compression on the client.

ADSM allows a client to compress data prior to sending it to the ADSM server. To
decide whether to use ADSM compression, take into account the speed of your
network, the speed of the client CPU, and whether the ADSM server storage
devices are capable of compression. Table 9 on page 12 provides some criteria
for selecting data compression.

Table 9. Rules of Thumb for Selecting Data Compression

Configuration Compression
Dial-up connection Yes
Your network is approaching capacity Yes
ATM network No
CPU model of the client is less than Pentium 11 100 Mhz No

(or equivalent)

CPU model of the client is greater than Pentium Il 100 Yes
Mhz (or equivalent)

No hardware compression on tape devices Yes

Small capacity or slow response storage devices Yes

Compression takes time, so you need to decide whether the compression is
helping or hurting the total elapsed time of your operation. In general, fast
networks such as ATM networks do not benefit from compression because
network bandwidth is usually not saturated. Conversely, older client CPU models
may run slowly because the CPU cannot compress data fast enough to keep the
network connection busy.

Many sites have various combinations of these configurations, such as slow
networks, slow CPUs and small devices. In this case, make a judgement call
about using ADSM compression. Performing tests may show you the most
efficient mode for your environment.

Data compresses to varying degrees depending on the content of the files. Data
composed of text, or many repeated characters like blanks, compresses well.
Data consisting of random characters like executables does not compress well,
and may actually grow.

If you decide to use compression, enter your data reduction rate. Use Table 10 on
page 12 to estimate the data reduction if your actual ratio is unknown.

If you decide not to use compression, or are unsure whether to use compression,
enter one (no compression) in the Data Compression field.

Table 10. Typical Data Compression Ratios

Compression Ratio | Data Reduction

Database data 3:1-4:1 0.66 - 0.75

Print and file server data 2:1 0.5
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Compression Ratio | Data Reduction

Executables, compressed data, 1:1 1
encrypted data

2.1.10 Backup Window Times

Enter the times of the day between which ADSM must start and complete its
backup cycle. This window is influenced by when client usage subsides, by
availability requirements, and by network capacity usage time frames.

2.1.11 Backup Number of Hours
Calculate the number of hours in the backup window.

2.1.12 Required Recovery Time Frame

Identify the time frame in hours, which you have agreed to with the customer, to
recover a client completely. This is the time from when the data is lost to the time
the data is usable again. It includes the time to fix or replace the machine and the
time to restore the data.

Recovery time frames are vitally important, as this is the whole reason you are
backing up.

This field documents your service level agreement with the customer.

2.1.13 ADSM Restore Time Frame

Calculate the time frame, in hours, allotted to ADSM to restore (possibly all) the
data to the client. This number is used to size factors affecting the restore
process such as network throughput and the number of tape drives required.

To calculate the ADSM Restore Time Frame, subtract from the Required Restore
Time Frame, above, the maximum time required to prepare the client machine for
a restore. In reality this number will vary depending upon the complexity of the
restore. In the worst case (a disaster), the time to prepare the machine may
include contacting support, fixing or replacing the machine, installing an operating
system, installing the ADSM client code, and connecting to the network. In the
best case (just deleted data), the time to prepare the machine may be the same
as the Required Restore Time Frame.

A full ADSM restore time frame typically takes significantly more time than a full
ADSM backup time frame. We have observed restore times of 110% or more over
a full backup.

2.1.14 GB Copied per Archive

Calculate or estimate the amount of data to be archived during each archive
session. Archives target specific data files. Typically, you do not archive whole
systems.

2.1.15 Number of Files Archived
Calculate or estimate the number of files archived in each archive session.
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If the number of files is unknown, two values are possible. Enter either an
estimate of the number of files in this field or enter 5% of the GB copied per
archive field, in GB.

2.1.16 Number of Archives Kept

Identify how many archives will be kept. For example, if an archive is performed
monthly, you may want to keep 12 copies of that archive.

2.1.17 Archive Frequency

Determine how often you want to perform an archive function. Archives are
typically run less frequently than incremental backups. Time frames such as daily,
weekly, monthly or yearly are common.

2.1.18 Archive Window Times

Enter the times between which ADSM must start and complete its archive cycle
for this client. This window is influenced by when client usage subsides, by
availability requirements, by network capacity usage time frames, or by when the
data becomes available for archive.

Archive time frames may be less time sensitive than incremental backups if they
are going against copies of data or against data already processed. Often it is not
possible to automatically schedule this archive function using ADSM schedules,

due to the dependency on other events external to ADSM.

This number may be a specific time frame such as between 23:00 and 04:00, or a
more general time frame such as after month-end processing finishes.

2.1.19 Archive Number of Hours

Identify the number of hours available to complete the archive function.

2.1.20 Policy Domain

Leave this field blank. During the planning phase, this is unknown. We use this
field later in Chapter 1.4, “Server Implementation Checklist” on page 5 to contain
the policy domain chosen for this client. For example, if you are implementing our
Redbook configuration, the policy domains would be SERVER or WIRKSTN

For more information on policy domains, see Chapter 6, “Data Storage Policy” on
page 105.

2.1.21 Client Option Set

14

Leave this field blank. During the planning phase, this is unknown. We use this
field later in Chapter 1.5, “Client Implementation Checklist” on page 7 to contain
the client option set chosen for this client. For example, if you are implementing
our Redbook configuration, the client options set names would be Al X or WNDO/&
or NETWARE.

For more information on client option sets, see Chapter 7.3, “Client Option Sets”
on page 132.
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2.2 Data Retention Requirements

In this section we identify the requirements for managing the data received from
the clients. Categorize your data into a small number of groups with similar
requirements. This table provides information to create copy groups under
Management Classes in ADSM, to calculate storage pool sizes, and to calculate
the number of tapes required to hold the data.

Complete a column in Table 11 on page 15 for each different group. We show two
example groups.

Table 11. Storage Policy Requirements Worksheet

Example 1 Example 2
Group name Workstn Server
Number of backup versions 2 7
Backup file retention period 20 NOLIMIT
Number of deleted versions 1 2
Deleted file retention period 60 180
Offsite copies Yes Yes
Onsite collocation No Yes
Offsite collocation No No
Archive retention period None None

2.2.1 Group Name

Choose a descriptive name for each different categorized group of data. In our
example, the Workstn group is used for files from a workstation, while the Server
group is used for all data from a large file server.

2.2.2 Number of Backup Versions

Determine the number of changed copies that you want to keep of a file that
exists on the client when the backup task runs. How many different versions of
that file do you want to be able to restore? For example, if backup runs every
night and a file changes every day, and you want to be able to restore from one
week ago, then you would choose 7 as the number of backups to keep.

Use the field Number of Backup Versions as a basis to group your data.

2.2.3 Backup File Retention Period

Determine the number of days you want to keep a backup version of a file (other
than the current version). There are two options: keep the backup version for a
set number of days; or specify NOLIMIT, which implies that you want ADSM to
retain all backup versions, other than the most recent version, indefinitely.

2.2.4 Number of Deleted Versions

Determine how many versions of a file to keep after the file has been deleted
from the original file system. This parameter comes into force during the first
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backup cycle after the file has been deleted. For example, assume you are
keeping seven versions of a file as specified above, and you have set this
parameter to one. When the next backup cycle runs after the file has been
deleted off the client, ADSM will flag the six oldest backup versions of the file for
deletion and keep the most current backup version.

2.2.5 Deleted File Retention Period

Determine the number of days you want to keep the backup versions of a file
after it has been deleted from the client. There are two options: keep the backup
version for a set number of days; or NOLIMIT, which implies that you want to
keep the backup version indefinitely.

For example, if you are keeping one version of a deleted file, and you set this
parameter to 60, then 60 days after this file is noticed by ADSM as being deleted
from the client file system, the one remaining backup version will be deleted from
ADSM.

2.2.6 Offsite Copies

Determine if you wish to send a copy of the data offsite. Copying data to a
removable device like tape allows the data to be taken offsite. An offsite copy
along with other procedures provides recoverability in the event that the ADSM
server becomes unusable, or that data on the ADSM server becomes corrupted.

Enter Yes to use offsite copies or No to not use offsite copies.

2.2.7 Onsite Collocation
Determine if you wish to use onsite collocation.

ADSM uses collocation to dedicate as few tapes as required to hold all of one
client’s files. Collocation reduces elapsed time for multiple file restores and full
client restores at the expense of using more tapes and taking more ADSM
management time for migration and for storage pool copies.

Collocating by client allows as many clients to be restored simultaneously as you
have tape drives. If you have stringent restore requirements, collocation and
numerous tape drives makes sense.

Table 12 on page 16 highlights some factors affecting whether to use collocation.

Table 12. Factors Affecting Collocation

Onsite Collocation | Offsite Collocation
Short restore window Yes Yes
Less than 10 Clients, each 1 GB storage No No
More than 50 clients, each 1 GB storage No No
More than 50 clients, each 20 GB or more Yes Yes/No
Limited disk or tape resources No No
Workstations No No
Database, print, and file servers Yes Yes

16 Getting Started with ADSM: A Practical Implementation Guide



ADSM implementations that are small (small number of clients managing a small
amount of data) do not see much benefit from collocation, due to the small
number of tapes required for any restore. Large ADSM implementations often
collocate both onsite and offsite files due to the amount of data required for the
restore of a client.

Tape drive capacity is a consideration for collocation. To use the minimum
number of tapes, each tape must be used to its maximum capacity. Smaller
capacity tapes will tend to fill completely even with small clients. In this case,
collocation may be useful. With large capacity tape devices and collocation, a
small client may not be able to fill a tape. With a large number of clients,
significant numbers of tape volumes may be required.

See 5.5.1, “Collocation” on page 72 for more information on collocation.

2.2.8 Offsite Collocation

Determine if you wish to use offsite collocation. See 2.2.7, “Onsite Collocation” on
page 16 for considerations.

2.2.9 Archive Retention Period

Determine how long you want to keep a file that is archived. Many sites set up a
limited number of data groups with standard archive retention periods, such as
seven days, 31 days, 180 days, 365 days, or seven years. Nonstandard requests
for archive retention periods are slotted into the next larger retention period
group. This reduces management complexity at the expense of keeping some
data longer than actually required. If every nonstandard request is honored, the
number of groups quickly becomes unmanageable.

2.3 Server Architecture Considerations

Having gathered information on the total client environment, you can now make
decisions about the architecture of the ADSM server environment. This section
deals with issues related to the ADSM server.

2.3.1 Server Platform

An ADSM Version 3 server runs on several platforms. How do you choose one
platform over another? With only minor differences, an ADSM server provides the
same functionality on every platform. The major differences between ADSM
server platforms pertain to capacity, cost, installation, operation, supported
devices, and installed user base. Each of these factors is explained below. Table
13 on page 18 summaries these considerations in choosing an ADSM server
platform.

An additional ADSM server option is the IBM 3466 Network Storage Manager. It is
an ADSM-in-a-black-box approach that hides much of the management of ADSM.
The sections “Client Environment Data” on page 9 and “Data Retention
Requirements” on page 15 may be of use in sizing this device. See A Practical
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Guide to Network Storage Manager (SG24-2242) for further information about

Network Storage Manager.

Table 13. ADSM Server Platform Considerations

Windows NT UNIX MVS
Installed user base Medium AIX - Large; Small
HP-UX, Sun
Solaris - Small
Cost Low Medium High
Capacity Low - Medium Medium - High | Medium - Very
high
Platform installation Simple Simple Complex
Operation Simple Complex Very complex
Supported devices Many Many Fewer

2.3.1.1 Installed User Base

The number of ADSM servers installed for a particular platform is a consideration.
IBM ships new functions to the popular ADSM server platforms (AIX, MVS, and
Windows NT) first. Currently ADSM server platform updates on AS/400 are done
once per year due to the AS/400 software release cycle.

The more popular a platform, the more the software is exercised leading to a
lower probability that you will find a unique problem. More popular platforms have
a larger base of knowledgeable people to call upon for advice and to draw from
for new hires.

2.3.1.2 Cost

Cost is a very dynamic area to discuss in a static manual, so we shall only
generalize! Check for special promotions and other discounts before committing
to acquiring a particular platform configuration.

Cost is further subdivided into platform costs and ADSM software license costs.
Platform costs include the cost to acquire all the hardware and software to run the
platform exclusive of the ADSM software license. It ranges from very low for
Windows NT to extremely high for MVS. The high cost of installing a new MVS
platform usually precludes it from being selected to run an ADSM server
exclusively.

ADSM license costs vary considerably, with Windows NT costs being the lowest,
followed by AIX, HP-UX, Sun Solaris, and AS/400 costs. All of these are one-time
charges to purchase the product. MVS licenses are available for a one-time
charge or as a monthly license fee. You may wish to calculate the break-even
point.

Be careful, when paying a one-time charge license fee, that a newer version of
the software is not about to be released. If you wish to upgrade to this newer
version quickly, you may be forced to pay significant one-time charges all over
again. Licensing ADSM monthly on MVS does not suffer from this disadvantage.

Getting Started with ADSM: A Practical Implementation Guide



ADSM Server costs include a license for only one client. To manage more clients,
more client licenses must be purchased and registered on the server. The actual
client code is free.

2.3.1.3 Capacity

The ADSM server has the capacity to manage a basically unlimited nhumber of
clients and an unlimited amount of data. The platform the ADSM server software
is running on does limit what ADSM can administer. Various platforms have
different capacities in regard to the CPU power it can deliver to ADSM, the
number of devices it can attach, and the throughput it can deliver.

Choose your platform with growth in mind. Moving from a small platform to a
larger platform of the same server type, such as from a small AIX box to a larger
AIX box, is relatively simple. Starting at the top end of a server type and moving
to another server type, such as from Window NT to AlX, involves exporting and
importing each client separately. Although the procedure is straightforward, it can
be time-consuming and procedure-intensive.

2.3.1.4 Platform Installation

Installation consists of the platform installation and the ADSM server code
installation. Platform installation consists of hardware installation and
configuration, and of operating system installation and configuration. Installation
of each platform requires specialized knowledge that will not be covered here.

The ADSM server code installation varies by platform in the specifics, but
generally follows a similar procedure. Installation on Windows NT can be easier
due to the Windows NT Wizards that have been provided. Installation of the
ADSM server on other platforms is not difficult for an administrator familiar with
the platform.

2.3.1.5 Operation

Operation of a platform varies from almost completely automatic on Windows NT,
to very complex on MVS, with the UNIX platforms in the middle. The availability of
tools to assist in managing the operation of the various platforms is nearly
opposite, in that the MVS environment has a rich, powerful assortment of tools,
while Windows NT is lacking in this regard.

Operation of ADSM itself varies only in the way some operating system-specific
ADSM commands are issued on each platform.

2.3.1.6 Supported Devices

There are a wide variety of supported devices on the Windows NT and UNIX
platforms, including disk drives, tape drives, optical drives and automated tape
libraries. MVS and AS/400 are limited to their standard choice of devices, but
these devices generally have tremendous capacity. For a list of supported
devices on each ADSM server platform, see the URL:

htt p: //ww st orage. i bm cond sof t war e/ adsni addevi ce. ht m

A concern with the smaller platforms is the ability to attach the required amount of
devices as the environment grows. On larger platforms this concern is usually
reduced.
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2.3.1.7 Recommendations

If you already have an MVS or AS/400 system with capacity available, these
platforms are a good choice. Otherwise, they are probably out of consideration
due to their complexity, cost, or specialized nature.

If your site already runs HP-UX or Sun Solaris, these are acceptable choices.

If you have experience with Windows NT, and the ADSM implementation is small
and will remain small, choose Windows NT.

For sites with little or no commitment to other platforms, choose AIX. It is robust
enough to handle most implementations while remaining relatively cost effective.
AlX-based ADSM systems are very well supported by IBM in both the operating
system and in ADSM. There are large numbers of ADSM installations to gather
knowledge from. The AIX platform (and others) scales from small to very large
ADSM systems.

2.3.2 System Size

Choosing the correct platform CPU size and memory requirements is an inexact
art. There is very little information to guide you in selecting an ADSM platform. As
you would expect, the risk of choosing an inappropriate platform size increases
as the size of the ADSM implementation increases. Small ADSM implementations
are at less risk of choosing an incorrect platform size, and the incremental cost to
scale up or down is small. Many sites start small and grow into larger systems.
However, this is of little help if you are starting large.

ADSM is CPU-, I/O-, and memory-intensive. CPU is a function of the number of
files to manage and how your platform processes I/O. A large number of small
files is more CPU-intensive than a small number of large files. As the number of
files and the amount of data to be moved increases, each backup, migration,
storage pool copy, and expiration process will use more CPU to maintain the
database entries. ADSM takes advantage of multiple processors. In our
experience, MVS platforms seem to be more CPU-intensive than UNIX platforms.
MVS sites should be aware that ADSM can use significant amounts of CPU. We
have seen ADSM among the top five users of CPU on MVS systems.

I/O is the major part of ADSM processing. ADSM does very little else. Backups
and restores are 1/O intensive. Database updates and retrievals are I/O intensive.
Storage pool management is I/O intensive. The I/O subsystem needs to be robust
enough to handle this load. As the number of files and the amount of data climb,
the need for a larger, faster 1/O subsystem increases. Separate controllers or
adapters for disk and tape devices become essential as the load increases.

Memory is used to cache database entries, among other things. As the number of
files being managed increases (and thus the database size increases), the
amount of memory that ADSM requires increases. MVS users note that ADSM
likes to keep a large part of its address space in real storage. Since memory is
relatively cheap, and you will never regret having too much memory, we
recommend starting with 256 MB on most platforms.

2.3.3 Multiple ADSM Servers

When first setting up an ADSM environment, we recommend implementing a
single ADSM server. Once experience has been gained, and the implementation
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has grown enough to be reaching the capacity of the current server model family,
a second server may be considered. Note that we recommend upgrading your
current server hardware to its next larger model before considering a second
server. ADSM can handle very large amounts of data or clients in one
implementation. Currently, we have seen ADSM implementations with ADSM
databases of 60 GB and larger (admittedly on large platforms).

2.3.3.1 Reasons to Consider Multiple Servers

Multiple ADSM servers can be configured to provide some redundancy and
disaster recoverability in the event of an ADSM server outage. For example, a
company with two sites A and B, may decide to install an ADSM system in each
site. The ADSM system in site A would back up the data from site B and the
ADSM system in site B would back up the data from site A. The loss of site A
would mean that the ADSM system in site B (which holds the data for site A)
could immediately start restoring data to spare equipment at site B. The site A
ADSM (which was lost) could be recovered to the ADSM system at site B.

The Server-to-Server Communications feature, the Enterprise Management
enhancements and the Enterprise Administration features make managing
multiple servers easier by centralizing some administration functions and allowing
changes to be replicated on some or all systems.

For very large or critical clients such as a large, enterprise-wide business
intelligence complex, an ADSM server dedicated to the client may make sense.

In installations where network connectivity is slow or expensive, placing an
ADSM server close to the client(s) may make sense. For example, for a business
that has multiple file servers in each of a number of cities interconnected by a
slow network, it may be appropriate to install an ADSM server in each city.

2.3.3.2 Disadvantages of Multiple Servers

Multiple servers increase costs. Two small server CPUs may be more expensive
than one larger CPU of the same power. Where one automated tape library may
be enough, multiple servers may require multiple automated libraries. Every
ADSM server requires an ADSM server license. Some enterprise administration
options also have to be licensed on each ADSM server to be managed.

Management of a multiple server environment is more complex, costly and time

consuming than a single environment. Installation and maintenance procedures

have to be repeated on each server. Confusion about where data is stored, in the
event of a restore, may result. Some of these disadvantages can be reduced by

using the Enterprise Administration feature.

2.3.4 Server Licensed Features

The base ADSM server license provides the backup and restore function and an
archive and retrieve function for one client. Additional licenses are available for
several clients, network connection, and advanced device support. Optional
licenses can be acquired for the Hierarchical Storage Management (HSM)
function, the Disaster Recovery Management (DRM) function, the
Server-to-Server Virtual Volumes feature, and the Enterprise Administration
feature. None of the last features are covered in this book, and we recommend
that you become familiar with the basic ADSM operation prior to implementing
these options.
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2.3.5 Network

The network connection plays an integral part in providing service to the
customer. It may consist of a combination of network interface cards, hubs,
routers, gateways, wire, and software. ADSM server software, ADSM client
software, the server platform and the client platform all have at least minimal
monitoring or management capabilities. Often small networks have none of this,
or the function may not be implemented or accessible. This makes the network a
weak link in the overall management of the implementation.

Network design, implementation, and operation is beyond the scope of this book.
However, we cover some basic recommendations.

2.3.5.1 Network Topology

Network topologies such as Ethernet, Token ring, FDDI, and ATM all work well
with ADSM. Each has its strengths and weaknesses. In general, choose the
fastest network topology you can afford.

To estimate the speed of the network required, use the following calculation.

Using Table 7 on page 9, calculate the total amount of data to be transferred
during a backup window. For each client:

1. Multiply the GB changed per backup field by (1 - Data compression field).
2. Sum this number for all clients, giving the total data to be transferred.

3. Divide the total data transferred by the number of hours in your backup
window to give the transfer rate in GB/hr.

To calculate archive speed, use the same calculation as above, but substitute GB
copied per archive for GB changed per backup. If backups and archives will occur
during the same time period, these two figures must be added together. Keep in

mind that ADSM traffic likely will not be the only traffic on this network.

Use this number to decide what type of network speed is required to ensure that
your backups finish in the backup window. Table 14 on page 22 provides some
very rough estimates of network throughput for various network topologies, but
bear in mind that as a network approaches capacity, throughput tends to drop
substantially. The table provides only an indication of topologies that may or may
not be capable of providing the required capacity. It is not meant to indicate actual
throughput rates.

Table 14. Rough Estimates of Maximum Network Throughputs

Network Topology MB/sec GB/hr
10 Mb/sec Ethernet 1 3.6
100 Mb/sec Ethernet 10 36
4 Mb/sec Token Ring 0.4 1.4
16 Mb/sec Token Ring 1.6 5.8
FDDI 10 36
ATM 155 Mb/sec 15.5 55.8

Using the same methodology, work out a rough estimate of how long a restore
will take. Use the Total Storage Used field instead of the GB Changed per Backup
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field. This estimate is rough because ADSM management time and ADSM
compression time (if used) are not considered.

2.3.5.2 Communication Protocol

Most network protocols such as TCP/IP and NETBIOS are supported by ADSM.
TCP/IP is the most common communication method and possibly the easiest to
set up from an ADSM perspective. Certain functions, such as server prompted
mode and the Web clients, require TCP/IP.

2.3.5.3 Network Names

The ADSM server machine requires a hame that clients can use to point to the
ADSM server. If TCP/IP is used, create a Domain Name Server (DNS) entry for
ADSM itself, as well as a DNS entry for the machine. For example, create DNS
name ADSM1 for ADSM and ADSMSRV1 for the machine. If ADSM needs to be
moved to another machine, only the DNS entry needs to be changed, instead of
editing the ADSM options file for each client. Additionally, this allows for the
addition of other ADSM servers. However, using DNS may impact backup
availability if for some reason the service is down.

2.4 Disk Considerations and Sizing

ADSM requires disk to operate: it needs disk to hold the database, logs, and
usually the primary storage pools. In this section we talk about how to choose a
disk subsystem, and how to determine the correct amount of disk storage
capacity to acquire.

2.4.1 The Disk Subsystem

In general, choose the fastest disk subsystem that you can afford. Slow disks
may not be a hindrance for a small implementation, but as the site grows, disk
access becomes a large percentage of the overall elapsed time to complete a
task. Size the disk subsystem for growth because the vast majority of ADSM
implementations grow substantially. Choose a disk model that meets your present
estimated needs and has room for expansion.

See 5.6, “RAID” on page 74 chapter for a discussion about choosing RAID
devices.

2.4.2 ADSM Database

The ADSM database size is based upon how many files are managed with
ADSM, and whether the files are in a primary storage pool or a copy storage pool.
The database holds two types of data: entries for backups and entries for
archives. The database also holds items such as server scripts and the volume
history, but typically, these are insignificant in sizing the database.

Backup Sizing calculates the size of the ADSM database holding backup entries.
Archive Sizing calculates the size of the ADSM database holding archive entries.
Use either or both depending on the data you will be storing in ADSM. If both are
used, then add the calculated database sizes together to arrive at the total
database size.
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2.4.2.1 Backup Sizing
To estimate the ADSM database size for backup data, use the data collected in
Table 7 on page 9 and Table 11 on page 15.

The calculation is based upon two types of numbers: the number of files backed
up; and when the number of files backed up is not known, by a percentage of the
data backed up. Steps 1, 2, 3, and 6 are based on the number of files. Steps 4
and 7 are based on the amount of data being backed up.

1. Sum the field Number of Files Backed Up for all clients, leaving out any fields
containing estimates in GB.

2. Multiply this number by the Number of Versions Kept, giving a total number of
files backed up.

3. Multiply this number by 600 bytes, to give bytes used for all known files
backed up.

4. Sum of all the estimated files in GB. Take 5% of this number to give the
estimated bytes for backed up files.

5. Add bytes for known files backed up to estimated bytes backed up to give total
bytes for backed up files.

6. If copy storage pools are used (and they most likely will be used), multiply the
total number of files backed up and calculated in Step 2 above by 200 bytes,
giving the bytes for known copy storage pool files.

7. Sum all estimated files in GB. Take 1% of this number to give the estimated
bytes for copy storage pool files.

8. Add bytes for known copy storage pool files to estimated bytes for copy
storage pool files to give total bytes for copy storage pool files.

9. If offsite copies are used, multiply total bytes for copy storage pool files by 2,
again giving total bytes for copy storage pool files.

10.Add the total bytes for backed up files to the total bytes for copy storage pool
files to give the total bytes calculated for the database.

11.Calculate 135% of total bytes calculated for the database to give the database
size. This is for overhead and for growth.

For example, using the sample data in Table 7 on page 9 and Table 11 on page

15, calculate the sample database size as follows:

1. 5,000 + 15,000 = 20,000 files

20,000 * 7 = 140,000 files

140,000 * 600 = 84,000,000 bytes

2,500 MB * 0.05 = 125 MB

84 MB + 125 MB = 209 MB for backed up files

140,000 * 200 = 28,000,000 bytes

2,500 MB * 0.01 = 25 MB

28 MB + 25 MB = 53 MB for copy storage pool files

53 MB * 2 = 106 MB (offsite is used)

10.209 MB + 106 MB = 315 MB

11.315 MB * 1.35 = 350 MB database size

© O N o gk~ DN
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2.4.2.2 Archive Sizing
To estimate the ADSM database size for archive data, use the data collected in
Table 7 on page 9 and Table 11 on page 15.

The calculation is based upon two types of numbers: the number of files archived;
and when the number of files archived is not known, by a percentage of the data
archived. Steps 1, 2, 3, and 6 are based on the number of files. Steps 4 and 7 are
based on the amount of data being backed up.

1. Multiply the Number of files archived by the Number of archives kept, giving a
total number of files archived. Leave out any fields with estimate in GB.

2. Sum this number for all clients.
3. Multiply this number by 600 bytes to give bytes for all known files archived.

4. Sum all of the estimated files in GB. Take 5% of this number to give the
estimated bytes for archived files.

5. Add bytes for known files archived to estimated bytes archived to give total
bytes for archived files.

6. If copy storage pools are used (and they most likely will be used),

1. Multiply the total number of files archived and calculated in Step 2 above by
200 bytes, giving the bytes for known copy storage pool files.

2. Sum all estimated files in GB. Take 1% of this number to give the estimated
bytes for copy storage pool files.

7. Add bytes for known copy storage pool files to estimated bytes for copy
storage pool files to give total bytes for copy storage pool files.

8. If offsite copies are used, multiply total bytes for copy storage pool files by 2,
again giving total bytes for copy storage pool files.

9. Add the total bytes for archived files to the total bytes for copy storage pool
files to give the total bytes calculated for the database.

10.Calculate 135% of total bytes calculated for the database to give the database
size for archives. This is for overhead and for growth.

2.4.2.3 ldentify Databases

We recommend using the ADSM mirroring function for the database instead of a
hardware mirror or operating system mirror, because ADSM has additional
function to handle error conditions that may affect the mirrored copy.

If you are using ADSM mirroring, you need to plan for the mirror copy by doubling
the amount of disk for the database.

Various file systems have different maximum capacities, so the database may
have to be split across numerous volumes to make up your database size. We
recommend that the primary and copy files for the database each be placed on a
separate physical drive and controller if possible.
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Complete Table 15 on page 26 with the database file names and the volume
names for your primary database and copy database.

Table 15. Database Worksheet

Filename Volume | Size Filename (Copy) | Volume | Size
(Primary) (MB) (MB)

[ adsni dat abase/ Voll 175 | / adsnd dat abase/ Voll 175
primary/file0l copy/ file0l

/ adsni dat abase/ Vol2 175 | / adsni dat abase/ Vol2 175
primary/file02 copy/ fil ed2

Total 350 | Total 350

2.4.3 ADSM Recovery Log

The size of the recovery log depends on the amount of data changed between
ADSM database backups. The larger the amount of data, the larger the ADSM
recovery log needs to be. Either a full ADSM database backup or an incremental
ADSM database backup (in roll-forward mode) resets the ADSM recovery log
back to empty. If the recovery log fills up completely, ADSM stops and you have
to manually increase the size of the recovery log. This is painful and to be
avoided at all costs.

To estimate the size of the recovery log, multiply the database size by the
percentage of data that changes each backup cycle. Double this number to allow
for two backup cycles to occur without a database backup. This gives a starting
point for the recovery log.

For example, if the database size is 350 MB, and 5% of the data changes every
backup cycle, then the estimated size for the recovery log would be 350 MB x
0.05 x 2 =35 MB.

We recommend using the ADSM mirroring function for the recovery log instead of
a hardware mirror or operating system mirror, because ADSM has additional
function to handle error conditions that may affect the mirrored copy.

If you are using ADSM mirroring, you need to plan for the mirror copy by doubling
the amount of disk for the recovery log.

Various file systems have different maximum capacities, so the recovery log may
have to be split across numerous volumes to make up your total recovery log
size. We recommend that the primary and copy files for the recovery log each be
placed on a separate physical drive and controller if possible.

Complete Table 16 on page 26 with the recovery log file names for your primary
and copy recovery log.

Table 16. Recovery Log Worksheet

Filename (Primary) Volume Size Filename Volume Size
(MB) (Copy) (MB)

[ adsni | og/ pri mary/ Voll 35 | /adsnil og/ Voll 35

file0l copy/file0l

Total 35 | Total 35
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2.4.4 Primary Disk Storage Pool

When a client node backs up, archives, or migrates data, the data is stored in a
primary storage pool.

To size the disk storage pool, calculate the amount of data that will be backed up
during one backup cycle, transferred to the server, and stored on the server. This
amount (plus a contingency for growth) is the recommended size the storage pool
needs to be.

Primary storage pools (usually disk devices) can be made larger or smaller than
the recommended size. A larger pool size would allow for more than one backup
cycle of data to remain on disk, thus improving recall elapsed times. It allows for
spare capacity for an unexpectedly large amount of backup data to prevent
migration from running during backup. A smaller primary storage pool uses less
disk, but then migration thresholds need be set and monitored at levels that keep
the primary storage pools from filling up during the backup cycle (in order to avoid
data spilling to the next storage pool).

We recommend using a primary disk storage pool at the recommended size to
reduce interference from migration while backup is running.

To estimate a primary storage pool size, perform the following steps:

1. Using Table 7 on page 9, multiply the GB changed per backup by (1 - the Data
compression rate) to give the total bytes transferred for each client.

2. Sum the total bytes transferred for all clients to give the total bytes transferred
per backup cycle.

3. Add 15% to total bytes transferred per backup cycle to give the storage pool
size. This allows for variability in the size and number of files per backup.

For example, using the sample figures in Table 7 on page 9, the GB changed per
backup are 0.01, 0.8, and 1.5 while the Data compression figures are 0.5, 0.5,
and 0.66 respectively.

1. Multiplying 0.01 by (1 - 0.5) gives 0.005, and multiplying 0.8 by (1 - 0.5) gives
0.4, and multiplying 1.5 by (1 - 0.66) gives 0.5.

2. Summing 0.005, 0.4, and 0.5 gives 0.905 GB.
3. Adding 15% gives a storage pool size of 1.04 GB.

We recommend that the disk storage pools be allocated on fault tolerant
hardware devices such as RAID 5 devices. If you are using mirroring, you need to
plan for the mirror copy by doubling the amount of disk for the primary storage
pool.

Various file systems have different maximum capacities, so the primary storage
pool may have to be split across numerous volumes to make up your total primary
storage pool size. We recommend that the disk storage pools be placed on their
own disk devices and controller separate from the database and the recovery log,
if possible.

ADSM Implementation Planning 27



Complete Table 17 on page 28 with the primary storage pool file names and
volume names for your primary storage pool.

Table 17. Primary Storage Pool Worksheet

Filename Volume Size (MB)

[ adsni st gpool / fil e0l Voll 200
[ adsni st gpool / fil e02 Vol2 200
[ adsni st gpool / fil e03 Vol3 200
[ adsni st gpool / fil e04 Vol4 200
[ adsni st gpool / fil e05 Vol5 200
[ adsni st gpool / fil e06 Vol6 200
Total 1,200

2.4.5 Device Configuration Table and Volume History File

2.4.6 Total Disk

The device configuration table and the volume history table also require disk, but
typically, they are very small. The device configuration table contains entries for
defined device classes and definitions for drives and libraries. Every volume that
is used by ADSM is tracked in the volume history database, including the volume
identifier for the database backups. The volume history information is periodically
copied out to a volume history file that you can specify with the VO_.UMEH STQRY
option in the dsnserv. opt file.

We recommend that you have two copies of the device configuration table and
the volume history file, in case one becomes unusable due to a software failure.

Complete Table 18 on page 28 with the device configuration and volume history
filenames and sizes.

Table 18. Device Configuration and Volume History Worksheets

Name Size (MB)

[ adsni devconf gl. out 0.5
[ adsni devconf g2. out 0.5
/ adsmi vol hi st 1. out 0.5
/ adsni vol hi st 2. out 0.5
Total 2

Total disk refers only to the numbers discussed here. If you are using mirroring or
some other version of RAID, you need to take that into consideration separately.
The disk required to run the server platform operating system efficiently also has
not been considered.
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ADSM code requirements for disk vary depending on the server platform and

release level. We use an estimate of 150 MB. Table 19 on page 29 summarizes
the disk requirements for the ADSM server.

Table 19. Total ADSM Disk Required Worksheet

Size (MB)
ADSM code (dependent on platform) 150
ADSM database 700
ADSM recovery log 70
Primary storage pools 1,200
Device configuration table and volume 2
history table
Other (RAID, Operating system) 0
Total 2,122

2.5 Tape Considerations and Sizing

Most ADSM systems use tape as the medium for storing their data long term,
such as in the copy pools. There are a variety of tape subsystems available for
most ADSM server platforms. In this section, we discuss various tape

configurations and how to size these configurations.

In general, choose the biggest, fastest, most automated tape drive solution you

can afford.

Optical disks are an alternative to tape, but we recommend using tape for most

ADSM implementations, as tape is faster and more convenient to work with.

Planning for and development of manual procedures in ADSM may be required to
identify and move volumes from an offsite copy storage pool to the offsite storage

location and back.

Complete the worksheet in Table 20 on page 29 using the information from the
sections below. The data collected will be used when sizing tape libraries and

then when defining them to ADSM.

Table 20. Tape Drive Configuration Worksheet

Option
Library model ASIC VLT DLT
Number of drives 3
Drive model DLT
Number of onsite tape volumes 32
Number of offsite tape volumes 32
Number of database ba volumes 6
Number of scratch tapes 11
Total tape volumes required 81
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2.5.1 Tape Devices

Tape drives come in 4mm, 8mm, DAT, 3570, 3590, and other device types. Each
type of drive has a different data capacity, performance, cost, and reliability
characteristics. Although data capacity and cost per megabyte stored are
important, reliability is much more important. Having saved money buying tapes
is small consolation when you are unable to restore your customer billing
database due to a tape error.

In general, tape drives where the tape touches the read/write heads, such as
4mm and 8mm, tend to be less reliable (and slower) than tape drives where the
tape does not touch the read/write heads, such as 3570 and 3590. If you do
implement drives that touch the read/write heads, plan to replace the tapes at
regular intervals.

2.5.2 To Library or Not to Library?

ADSM can become tape-intensive. The larger the number and size of clients you
are backing up, the greater the load placed on tape. As this load increases,
manual tape handling can become time consuming and can create a bottleneck in
system performance.

An automated tape library permits an ADSM implementation to run a nearly
lights-out operation. Manual intervention should only be required to insert and
remove tapes for offsite storage. A tape library having a bar code reader for tape
labels reduces errors.

When choosing a tape library, pay attention to the library cycle time, including
mount, search, transfer, and dismount time. For busy libraries, a long cycle time
can adversely affect performance of ADSM.

We recommend an automated tape library with a bar code reader for all but the
smallest of ADSM implementations.

2.5.3 Number of Tape Drives
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In attempting to reduce costs, many ADSM customers acquire only one or at
most two tape drives. One-drive systems are possible but are subject to outages
due to the failure of the sole tape drive. Two-drive systems allow for quicker
reclamation and pool copies and reduced drive outages, but restores coming
from tape may be held up due to other tape activity. Systems with three or more
tape drives can handle restores from tape occurring while tape reclamation or
other tape processing is in progress.

A critical consideration for the number of tape drives is how quickly you need to
restore one or more clients. More tape drives allow you to restore more clients in
a given time. Collocation allows as many clients to be restored simultaneously as
you have tape drives. If you have stringent restore requirements, collocation and
numerous tape drives make sense.

To calculate the rate of a restore operation, divide the amount of storage to be
restored by the sustained data rate of the tape drive (not the instantaneous, or
burst, rate) quoted by the manufacturer. If this number does not allow you to meet
your service levels, collocation, more tape drives, faster tape drives, a new
service level, or another backup strategy may be required.
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We recommend a minimum of two tape drives on an ADSM system, with at least
three tape drives being preferable.

2.5.4 Number of Tape Volumes

Tape volumes are used to store onsite copies of data, offsite copies of data and
database backups. Additional tape volumes are required because all tape
volumes are not filled to capacity. Some volumes are required to stock a scratch
pool so that mounts for unused tape volumes can be satisfied.

2.5.4.1 Onsite Volumes

To calculate the number of onsite tape volumes required, carry out the following
calculations:

1. If this is a sequential storage pool (tape device), multiply the primary storage
pool size by the Number of backup versions from Table 11 on page 15 to give
versions pool size.

2. Add the sum of all Total storage used fields for each client from Table 7 on
page 9 to the versions pool size, giving tape pool size.

3. Divide the tape pool size by the device capacity to find the number of tape
cartridges required.

4. Add 50% to cater for tapes that are in Fi | | i ng status to give the total cartridges
required for onsite tapes.

5. If using collocation, there must be at least as many tape cartridges as there
are clients.

Example:
1. If the primary storage pool is 1.04 GB, and the number of versions kept is 7,
then multiplying 1.04 * 7 gives a 7.3 GB pool size.

2. If the all the clients are using 0.75, 8, and 25 GB, then 0.75+8+25 +7.3 equals
41.05 GB.

3. If the tape device has a capacity of 2 GB, then dividing 41.05 by 2 gives 21
cartridges required to store all the data.

4. 21 * 1.5 gives 32 total cartridges required for onsite tapes.

5. If we use collocation and in this example there are only three clients, we have
enough tape volumes.

2.5.4.2 Offsite Volumes

To estimate the number of tape cartridges required for offsite copies, double the
number of tape volumes calculated in 2.5.4, “Number of Tape Volumes” on page
31. Keep in mind that collocation may be set on for either, both, or none of onsite
and offsite tape pools.

2.5.4.3 Database Tape Volumes

Each database backup requires at least one tape volume. We recommend
backing up the database every day and keeping these backups for at least five
days.

To calculate the database tape volumes required:
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1. Divide the database size calculated in 2.4.2, “ADSM Database” on page 23 by
the tape device capacity and round up to the nearest whole number to give the
number of tape volumes required for one database backup.

2. Multiply this number by six (five copies plus the copy just being made) to give
the total number of tape volumes required for database backups.

For example, If the database size is 350 MB, and the device capacity is 2 GB:

1. 0.350 GB /2 =0.175 GB rounds up to 1 tape volume.

2. 1tape * 6 versions = 6 tape volumes.

2.5.4.4 Scratch Volumes
A scratch volume is required every time ADSM wishes to write to an unused tape.
To estimate the number of scratch volumes required:

1. Total the number of tape volumes required for onsite tapes, offsite tapes and
database backup tapes.

2. Calculate 15% of this number to allocate for scratch tape volumes.

2.5.5 MVS Tape Management

ADSM uses data set names to identify various types of ADSM data sets. The data
set name prefix is set by the device class parameter PREFIX. Each device class
can have a different data set name prefix. The data set name suffix is fixed by
ADSM for various data types. The suffix .DBB indicates a database backup data
set. The suffix .BFS indicates an onsite or offsite data copy.

Most tape library management systems on MVS use the data set name to identify
tapes to be taken offsite. Since ADSM uses the data set name prefix.BFS for both
onsite and offsite copies, the tape management system has no way to identify
tapes that must be moved offsite.

To choose another data set name for offsite copies, create another device class
for the offsite copies and choose a different prefix. Set the tape library
management system to trigger on this different PREFIX.BFS data set name and
offsite copies will be identified automatically.

ADSM allows an external data manager (EDM) to control tapes. To inform the
EDM when a tape goes scratch, you can use the DFSMShsm ARCTVEXT
parameter. Include the DELETIONEXIT ARCTVEXT parameter in the ADSM
server options file. For more information, see ADSM V3R1 MVS Administrators
Guide (GC35-0277).

If your tape management system uses program names to identify External Data
Managers, the ADSM program name is ANRSERV.

2.6 Administrator IDs
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Identify who will be the ADSM administrator(s) in your organization.

An ADSM administrator controls ADSM resources. There can be numerous
administrators with varying levels of authority. With the advent of the Web
backup-archive client, it is now possible to perform backup, restore, archive, and
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retrieve operations on the behalf of other users using only a Web browser such
as Netscape or Internet Explorer. Help desk personnel can use this to perform
these client tasks for their customers without having to logon to the client
machine.

If your ADSM installation is large or widely dispersed, you can delegate some
authority to administrators based on policy domains or storage pools. Thus a
workstation administrator could look after setting data retention criteria for
workstation data only (assuming the correct policy domains were set up). A UNIX
administrator could be given ADSM authority over UNIX data retention criteria
only.

Since ADSM logs all commands issued by administrators and it has no limit on
the number of administrators, do not share administrator IDs. Sharing
administrator IDs reduces the accountability of each ID, and thus of all the people
sharing the ID. Conversely, numerous administrator IDs may give too many
people too much authority.

Table 21 on page 33 may help identify the several administrator IDs you want to

implement.

Table 21. Administrator IDs Worksheet
Functions ADSM ID Authority
Server console SERVER_CONSOLE System
System administrator sysadmin System
System support support System
System reporter reporter none
Client administrator helpdesk Node

See 7.1, “Administrators” on page 123 for more information about administrators.

2.7 License Considerations

Licenses are used by ADSM in three ways. First, the ADSM server must be
licensed to obtain the server code and to legally operate the server. Second, a
license is required for each client that ADSM will manage. Third, optional features
must be licensed to enable the feature on the ADSM server.

Complete Table 22 on page 33 with the information below for each ADSM server.
See 8.1, “Licensed Features” on page 137 for more information.

Table 22. License Requirements Worksheet

Required
Server type Windows NT
Network communications Yes
Hierarchical storage manager No
Backup-archive clients 2x10, 1x 50
Advanced device support Yes
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Required
Enterprise administration No
Disaster recovery manager No
OpenSystems environment No
Server-to-server virtual volumes No

2.7.1 Server Type

Enter the ADSM server platform type you are licensing. For example, use
Windows NT, AIX, MVS, HP-UX, Sun Solaris, or AS/400.

2.7.2 Network Communications

Enter Yes to license a network communication method like TCP/IP. A network
license is not required for the following:

¢ Administrative client Web interface (HTTP communication method)
« Administrative client access

* Use of a Tivoli or an SNMP receiver

2.7.3 Hierarchical Storage Manager
Enter Yes to license the Hierarchical Storage Manager.

2.7.4 Backup-Archive Client

Enter one or more of the following to add up to the number of ADSM
backup-archive clients you wish to administer.

¢ A x 1 where A is the number of single licenses required.
* B x 5 where B is the number of 5 client licenses required.
¢ C x 10 where C is the number of 10 client licenses required.

« D x 50 where D is the number of 50 client licenses required.

2.7.5 Advanced Device Support

Enter the number and type of advanced device support licenses required. Look at
the URL http://www.storage.ibm.com/software/adsm/addevice.htm for more
information about what devices are supported.

2.7.6 Enterprise Administration
Enter Yes if multiple ADSM servers will be set up to communicate with each

other.

2.7.7 Disaster Recovery Manager
Enter Yes if you wish to use the DRM.

2.7.8 OpenSystems Environment
Enter Yes if you wish to license the OS/390 UNIX Systems Services client.
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2.7.9 Server-to-Server Virtual Volumes

Enter Yes if you are setting multiple ADSM servers that will share data with each
other.

2.8 Other Considerations

There are numerous other topics to be considered when planning an ADSM
installation. Many of these topics are outside the scope of this book, but we are
mentioning them for completeness.

Staffing: Staffing requirements need to be addressed. The various functions
such as operations, technical support, administration and help desk may all be
performed by one person in a small site. Larger sites may find a more
specialized approach useful. To provide backup coverage, two people per
function is always a good idea.

Lead time: Some tasks such as installing a tape exit in MVS may have
considerable lead times before the change can be made. We have highlighted
some of these, but check with your technical support group and your change
management group for their guidelines.

Monitoring: You may wish to consider monitoring your ADSM server system

using a product such as Tivoli. We have highlighted some suggestions for this,
but there are many more items that you may wish to monitor. Monitoring also
includes monitoring the health of the ADSM software. Numerous queries are

useful for displaying information about the ADSM system and its workings. We
have included the more basic commands.

Charging: Some ADSM installations charge for their services. This is possible
using the accounting records and site specific programs. Some items you may
wish to consider charging for include bytes stored, CPU time per client, or
tapes used.

Code refreshes: New client code typically has been released every three
months. With installations greater than about 50 clients, keeping up with these
refreshes of client code becomes a problem. Set up a procedure for tracking
which clients are running which release of ADSM code. Design your client
installs to be as generic and as similar as possible. If an automated software
install process is available, consult with the process owners regarding the best
practices to use in setting up ADSM clients.

Export/Import: It is possible to export a client definition and all of its related
data from one ADSM server and import it into another ADSM server. This
facility is useful for moving clients from one server platform such as Windows
NT to another server platform such as AIX. With a large number of clients, or
clients with a large amount of data, the export and import can take a
significant amount of time, on the order of 24 to 48 hours. In these cases,
planning and coordination needs to be done as to when the exporting server
ceases backups and the importing server starts backups.

Server Scripts: These are very useful for issuing ADSM commands
repeatedly, or with some rudimentary logic around it.

SQL queries: These are powerful queries you can run against the ADSM
database to extract information.
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* Problem determination: Diagnosing and resolving problems are tasks you
will have to do on a regular basis. In general, once you have determined you
have a problem, install the latest level of ADSM client and ADSM server code
and try to recreate the problem. If it still exists, contact your IBM or ADSM
representative to search their problem databases. Alternatively, you may post
your problem to the ADSM listserv list in hope that someone else has
experienced the problem or who may be able to offer some suggestions.

« Disaster recovery: We recommend planning and testing for disaster recovery
be done on a regular basis. The optional feature Disaster Recovery Manager
(DRM) assists in gathering, maintaining and recommending information and
planning pertinent to disaster recovery.
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Chapter 3. ADSM Server

In this chapter, we explain steps relating to the implementation of an ADSM
server. We cover the topics of code installation, options file customization, and
other server implementation tasks required for creating the redbook ADSM
environment. See 2.3, “Server Architecture Considerations” on page 17 for
planning considerations

3.1 Latest Code Updates

ADSM server and client code fixes and enhancements are released on a regular
basis. The fixes are available from IBM via the internet or on CD-ROM. If you
have good internet service, then we recommend that you download the code. You
should be aware that the fixes can be quite large as they are full or near-full code
replacements. If you are unable to download from the internet, order the fixes
through your usual IBM service channel.

The ADSM Web page, http://wmu st or age. i bm coni sof t war e/ adsm has links to the
latest ADSM server fixes, ADSMConnect Agent fixes, ADSM client code, and
important download information. Each link leads you to sets of files on the ftp
server, i ndex. st or sys. i bm com describing and containing the fixes. The names
and content of these files may vary slightly across platforms:

*README ftp
This file contains the download and install instructions.
*README.1st

This file contains important information that is not yet available in manuals.
This includes information such as description of code fix, enhancements,
limitations, and publication fixes.

e Code image(s)

These files contain the actual code fixes. You should download these files in
accordance with the information in the README ft p file.

If you encounter download problems, this Web page links to another page
containing download tips that offer possible reasons why you may having
problems.

If the fix is unavailable for download, you can use the fix number to order the
code from IBM.

We recommend that you keep a copy of the latest server, agent, and client fix
files on a suitable file server at your site. This allows easier distribution and code
installation, especially for clients. We recommend that for non-MVS systems, you
use the ADSM server to store the code.

3.2 Code Installation

You should use the instructions in the associated Quick Start manual for your
chosen ADSM server platform to install the ADSM code. The Quick Start manual
is provided with the install media. The latest version of this manual is available
from the ADSM Web site in either HTML or PDF format. We recommend that you
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download the manual to ensure that you are working with the latest information.
The URL for ADSM publications is:

http: //waw st orage. i bm coni sof t war e/ adsni pubs/ adnmanual . ht m

— AIX:

Chapter one of the ADSM V3R1 AIX Quick Start (GC35-0273) manual contains
the steps to install the ADSM code in a section titled /nstalling ADSM. You
should install all the components. You should not install the sample command
scripts. The sample scripts and our recommended scripts will be installed later.

—— MVS:

The Program Directory contains the steps to install all the server and
administrator client code. The ADSM V3R1 MVS Quick Start (GC35-0276)
does not contain the steps to install the code but does contain steps for setting
up and customizing an ADSM environment.

Windows NT:

Chapter one of the ADSM V3R1 Windows NT Quick Start (GC35-0295) manual
contains the steps to install all the server and client code. You should accept
all the default options.

3.3 Customization

3.3.1 Options File

An ADSM Server has a number of options and settings which control its
operation. You specify the options in the options file and the settings interactively.
ADSM uses the options specified in the options file at server start-up. You specify
server settings via an administrative interface.

ADSM provides a server options file with a set of default options to start the
server. You can modify server options by using a text editor. On some platforms,
ADSM provides a server options file editor to perform this function. The supplied
file contains information on what options and option values can be specified. You
can display the current server options via the query opti ons command.

We provide recommended options files for the various server platforms, as the
layout of the supplied options file is not easy to understand. Appendix B.2,
“Server Options Files” on page 249 contains our server option files. The file
options are presented in a more logical sequence than those provided during the
install. We assume that TCP/IP is the network protocol and that administrators
can access the server via a browser such as Netscape or Internet Explorer.
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Table 23 on page 39 shows the default location of the ADSM server options file
by server platform. We recommend that you take a backup copy of the existing
options file before you replace it with your updated version.

Table 23. Server Options File Location

Platform File Location

AIX [ usr/ | pp/ adsnser v/ bi n/ dsnserv. opt

HP/UX / opt / adsnser v/ bi n/ dsnserv. opt

MVS As specified by DDname OPTIONS

Solaris /opt /| BMadsm s/ bi n/ dsnser v. opt

Windows NT C\Program Fi | es\ | BM adsm ser ver\ dsnser v. opt

Although the number of server options is very large, there are only a small
number that need to be changed for each server. These options fall into the
following categories:

« Communication options
« Site-dependent options

« Performance options

Note:

At server initialization, the server reads the server options file. If you update a
server option by editing the file, you must remember to stop and restart the
server to activate the updated server options file.

3.3.1.1 Communication Options

If your network protocol is not TCP/IP, then we recommend that you update the
Communications Options section of our options file to support your protocols. A
server can support multiple communication methods. The Quick Start manual
provides the details on what options and values to specify.

3.3.1.2 Site-Dependent Options

If your locale is not the USA, then we recommend that you update the Date,
Number, Time, and Language Options section of the options file to support your
requirements. The Administrative Reference manual provides the details on what
options and values to specify. You must specify the value for each of these
options that was determined during the planning phase. Some options do not
apply to some server platforms. Refer to the Administration Reference manual for
specific details. Table 24 on page 39 shows those server options.

Table 24. Server Options: Site Dependent

Option Description

DATEFORMAT Specifies the format by which dates are displayed by the
server

LANGUAGE Specifies the language used for messages

NUMBERFORMAT Specifies the format by which numbers are displayed by
the server
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Option

Description

TIMEFORMAT Specifies the format by which times are displayed by the
server
DEVCONFIG The file in which ADSM stores a backup copy of the

device configuration information

VOLUMEHISTORY

The file in which ADSM stores a backup copy of the
server sequential volume history information

MIRRORWRITE log sequential

Avoids potential log data corruption when operating
system fails during log update

ENABLE3590LIBRARY

Support for IBM 3590 tape drives in an IBM 349x
automated library

3.3.1.3 Performance Option

S

Table 25 on page 40 identifies performance options for which we recommend
different values than the default. Refer to the Administration Reference manual

for specific details.

Table 25. Server Options: Performance

Server Option and Value

Description

EXPINTERVAL 0

Specifies the interval, in hours, between automatic
inventory expiration runs by ADSM

TXNGROUPMAX 256

Specifies the number of files that are transferred as a
group between a client and the server between
transaction commit points

MOVEBATCHSIZE 256

Specifies the number of files that are to be moved and
grouped together in a batch, within the same server
transaction

MOVESIZETHRESH 500

Specifies a threshold for the amount of data moved as a
batch, within the same server transaction

LOGPOOLSIZE 2048

Specifies the size of the recovery log buffer pool size

BUFPOOLSIZE 32768

Specifies the size of the database buffer pool

TCPWINDOWSIZE 32

Specifies the size of the buffer used when sending or
receiving data.

3.3.2 Settings
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ADSM provides default server run-time settings. These settings are stored in the
ADSM database and persist across server restarts. You specify the server
settings via the administrative interface. You can display the current server

settings via the query status co

mmand.

The default values for the server settings are generally acceptable. There are a

few settings for which we recom

mend values other than the defaults. The settings

are changed via the set command and fall into the following categories:

e Security related settings

e Our recommended settings
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3.3.2.1 Security Related Settings

Table 26 on page 41 shows the various default security related settings for the
server. We recommend that you select values for these settings which reflect the
security policy at your site.

Table 26. Security Related Settings

Setting and Value Description

AUTHENTICATION ON Whether administrators and client nodes must use a
password to access the server

INVALIDPWLIMIT 3 Maximum number of failed logon attempts before a node or
administrator is locked

MINPWLENGTH 6 Minimum length of a password

PASSEXP 90 Password expiration period

WEBAUTHTIMEOUT 10 Time-out interval for the Web administrative interface

For example, consider the security policy at a company which specifies that all
passwords must be changed every 30 days and must be a minimum of 6
characters in length. If three invalid passwords are entered in response to a
password prompt, that user must have system access revoked. Administrative
users accessing the server via the Web interface are never to be timed out.

The policy is implemented by the following administrative commands:

adsn» set aut hentication on
ANR2095] Aut hentication paraneter set to CN

adsnmy set passexp 90
ANR2092| Password expiration period set to 90 days.

adsmy set minpw ength 6
ANR2138] M ni num password I ength set to 6.

adsmr set invalidpwimt 3
ANR2175] Invalid password limt set to 3 attenpts.

adsmr set webaut hti neout O
ANR2198I SET VEERAUTHTI MEQUT: Vb aut hentication tine-out set to O minutes.

3.3.2.2 Recommended Server Settings
We recommend changing some of the default server settings.

The accounting server setting determines whether an accounting record is
created every time a client node session ends. The default is not to create these
records. We recommend that accounting be switched on to collect these records.
For MVS systems, this information is recorded in the Systems Management
Facility (SMF). For other systems, this information is written to a file which
contains text records that can be viewed directly or can be imported into a
spreadsheet program.

All server activity is recorded in an activity log. This log is located in the ADSM
database and contains text messages. The log is pruned automatically every
night at midnight. The default retention period for the log is only one day. This
does not provide an adequate amount of information for production systems. We
recommend that you specify a value of between 7 and 14 days.
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The administrative command to collect accounting information, keep server
activity log records for 10 days, and the results of those commands should look
like this:

adsn» set accounting on
ANR20911 Accounting paraneter set to ON

adsn» set actlogretention 10
ANR20901 Activity log retention period set to 10 days.

3.4 Server Implementation

In this section, we explain how to load the ADSM supplied sample scripts, load
the redbook environment scripts, format server volumes, label tape volumes, and
use the Windows NT install wizards.

3.4.1 Load Sample Scripts
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ADSM is shipped with sample command scripts that can be loaded into the
database and run from an ADSM administrative client, administrative Web
interface, or server console. They can also be included in ADSM administrative
command schedules. The sample scripts, in scri pts. snp, are primarily SELECT
gueries, but also include scripts that define volumes, extend the database and
recovery log, and backup storage pools.

You can load the sample scripts into the database by using either the DSMSERV
LOAD command or the nmacro administrative command. When running the
administrative client, it is required that the sample scripts file be accessible from
the local machine. The DSMSERV LOAD command can only be used when the
server is not running, while the nacro command can only be used when the server
is running. We recommend that you use the nacro command method.

On non-MVS platforms, the sample scripts file is named scri pts. snp and is in the
install directory for the server. On the MVS platform, the sample scripts file is a
member of the ADSM SAMPLIB data set named ANRSCRPT.

In the following example, we assume that the administrative client is running in a
Windows environment and the sample scripts file has been put into the directory
C\ProgramFi | es\ | BM adsm ser ver. You must invoke the administrative command
line client with the ITEMCOMMIT parameter, otherwise the macro command will
fail with a series of error messages. The commands to create the sample scripts
and resulting output looks similar to this:
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C\ProgramFi | es\| BM adsm sacl i ent >dsmadnt - i t entonmi t

ADSTAR O stributed S orage Minager

Gonmand Li ne Adnministrative Interface - Version 3, Release 1, Level 0.6
(Q Qopyright IBMQorporation, 1990, 1997, Al R ghts Reserved.

Enter your user id: sysadmn
Enter your password: ***xxx*x

Session established with server PAGIPAGQ Wndows NT
Server Version 3, Release 1, Level 2.13
Server date/tinme: 02-02-1999 17:02: 09 Last access: 02-02-1999 17:01:55

adsnm» nacro C\ProgramF | es\ | BMadsm server\ scri pts. snp

ANSB000I Server command: ' del script g | ocked

ANRL455E DH ETE SCR PT: Gommand scri pt Q LOCKED does not  exi st.
ANSB0001 Server command: 'del script g inv_attenpt’

ANRI455E DH ETE SCR PT: Gommand script Q | NV_ATTEMPT does not exi st.

3.4.2 Format Server Volumes

The ADSM database, recovery log, and storage pools consist of storage
volumes. Each type of volume must be formatted for a particular type of usage.
An ADSM server volume is the equivalent of an operating system file.

The process of adding a new server volume consists of two steps:
1. Format the volume for the volume type using the DSMFMT utility.

2. Define the volume to ADSM using the appropriate defi ne command.

In a non-MVS environment, those two steps can be combined into a single
process: you format the volume and immediately define it in ADSM by using one
single storage volume command using the FORMATSIZE option. You format and
define new database volumes by using the defi ne dbvol une command, new
recovery log volumes by using the define | ogvol une command, and storage pool
volumes by using the defi ne vol une command. We recommend that you use this
method. See sections 4.1, “Defining a New Database Volume” on page 47, 4.2,
“Defining a New Recovery Log Volume” on page 49, and 5.8.5, “Defining Storage
Pool Volumes” on page 90 for examples.

In an MVS environment, the only way to format server volumes is to use the
DSMFMT utility. This utility runs outside of the ADSM server environment.
Sample JCL to create and format server volumes is in the ADSM SAMPLIB data
set in members named ANRALLO1 and ANRALLOZ2. The server volume is
allocated as a VSAM linear data set. Once the volume has been formatted, it
must be defined to ADSM for use.

3.4.2.1 Define Database Volume

For database volumes, the allocated file size is always a multiple of 4MB (plus an
additional 1MB for overhead). The command to format a 100MB database volume
on a Windows NT system, and the resulting output from that command, should
look like this:
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C\ProgramFi I es\IBMadsmuti | s>dsnint -db e:\adsm dat abase\fil e07. db 101

ADSTAR Distributed S orage Manager
ADBMfor Wndows NT Vol une Extent/Vol une Fornatting Program

Li censed Materials - Property of |1BM

5639-C59 (Q Qopyright IBMQorporation 1990, 1997. Al rights reserved.
US Qvernnent Wsers Restricted Rghts - Use, duplication or disclosure
restricted by GSA ADP Schedul e Gontract with | BM Qorporati on.

Al ocated space for e:\adsmdatabase\file07.db: 105906176 byt es.

The command to define the formatted database volume to ADSM, and the
resulting output from that command, should look like this:

adsnme define dbvol une e:\ adsm dat abase\fil e07. db
ANR22401 Dat abase vol une E:\ ADSM DATABASE\ FI LED7. DB def i ned.

3.4.2.2 Define Recovery Log Volume

For recovery log volumes, the allocated file size is always a multiple of 4MB (plus
an additional 1MB for overhead). The command to format a 24MB recovery log
volume on an AlX system, and the resulting output from those commands, should
look like this:

ki ndu: [/ usr/| pp/ adsnser v/ bin] $ dsnin -1og /adsnirecoveryl og/file02 25
ADSTAR O stributed S orage Minager/ 6000
A X ADSM Server DBMFMI BExtent/ Vol une Formatting Program

Licensed Materials - Property of 1BM

5765-C43 (Q Qopyright IBMorporation 1990, 1997. Al rights reserved.
US Gvernment Wsers Restricted Rghts - Wse, duplication or disclosure
restricted by GSA ADP Schedul e Gontract with | BV Gorporati on.

Al ocat ed space for /adsnirecoveryl og/file02: 26214400 byt es
N J

The command to define the formatted recovery log volume to ADSM, and the
resulting output from that command, should look like this:

adsn» defi ne | ogvol une /adsnirecoveryl og/ fil e02
ANR22601 Recovery | og vol une /adsnirecoveryl og/ fil e02 defined.

3.4.2.3 Define Storage Pool Volume
The command to format a 200MB storage pool volume on an AIX system, and the
resulting output from that command, should look like this:
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ki ndu: [/ usr/| pp/ adsnser v/ bi n] $ dsnint -data / adsni st gpool / backupl 200
ADSTAR O stributed Sorage Minager/ 6000
A X ADBM Server DBMAMI Extent/ Vol une Formatti ng Program

Licensed Miaterials - Property of 1BM
5765-C43 (Q Qopyright IBMorporation 1990, 1997. Al rights reserved.

US Gvernment Wsers Restricted Rghts - Wse, duplication or disclosure
restricted by GSA ADP Schedul e Gontract with | BM Qorporati on.

Al ocat ed space for /adsnistgpool / backupl: 209715200 byt es

The command to define the formatted storage pool volume in the storage pool
named DISKDATA, and the resulting output from that command, should look like
this:

ANR22061 Vol une / adsnd st gpool / backupl defined in storage pool D SKDATA (device

adsnm define vol une di skdat a / adsni st gpool / backupl
class D XK).

3.4.3 Label Tape Volumes

Tapes used by the ADSM server must have labels written at the start of each
volume. Labels are internal records that uniquely identify the tape volume. In an
MVS environment, the use of standard labelled tape volumes provides the label
information. In non-MVS environments, ADSM must write the labels.

In an MVS environment, any tapes used by ADSM must have MVS standard
labels. ADSM does not write those labels; they must be generated by some other
method. The remainder of this section does not apply to MVS environments.

In non-MVS environments, you provide the labels on tape volumes by using
either the DSMLABEL utility or the | abel |i bvol une administrative command. The
DSMLABEL utility is run outside the ADSM environment, while the | abel

I'i bvol une command is run inside the ADSM environment. Both methods work with
all tape drives, whether they are stand-alone units or are in libraries. We
recommend that you use the administrative command | abel i bvol une to label
volumes because it writes the labels, does not require removing a drive from
ADSM control, and, in the case of a tape library, registers the volume with the
server.

See section 12.4.1, “Labelling Tapes” on page 215 for examples of using the
| abel |ibvol ume command for both manual and automatic libraries.

3.4.4 Windows NT Configuration Wizards
This section applies to the Windows NT ADSM server only.

The ADSM server utilities are available through the IBM ADSM program group. It
provides access to various configuration wizards, an administrative interface, a
server console, Web sites, and other useful utilities. In particular, the initial
configuration wizards provide a structured way to implement an ADSM
environment. Each of the configuration wizards is also available independently
within the Server Utilities.
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Documentation on the use of the initial configuration wizards is in the chapter
titted Performing the Initial Configuration of the ADSM V3R1 Windows NT Quick
Start (GC35-0295) manual.

The wizards provide a good front-end to some steps of the ADSM configuration.
They are especially useful in the areas of licensing, services configuration, device
configuration, volume formatting and media preparation. The configuration
wizards are easier to use than the equivalent administrative interfaces. The
wizards hide the details of the command interface and provide good help.
However, you still need some ADSM knowledge to create a good working
environment.

The wizards and server utilities do not cover all aspects of an implementation and
give potentially unexpected results in other areas. The wizards do not cover
definition of items such as administrative schedules, client option sets, or
administrators. The node configuration wizard can easily generate multiple
domains, the names of which you have no control in specifying.

The wizards are not suited to bulk entry of definitions. This task is better handled
through the use of administrative macros or scripts. A good example of this is the
definition of our redbook administrative schedules. The definitions require one
administrative command or dozens of window interactions. Our recommendation
is to use the Wizards with care.
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Chapter 4. Database and Recovery Log

This chapter covers the steps you must run to set up and change your database
and recovery log settings to a recommended configuration.

The database and the recovery log are closely related. The ADSM database
contains information needed for server operations and information about client
data that has been backed up, archived, and space-managed. The database
contains pointers to the locations of all client files in the ADSM storage pools. The
client data itself is stored in storage pools, not in the database.

We assume that you have planned your database and recovery log sizes. See
2.4, “Disk Considerations and Sizing” on page 23 for planning considerations. If
you have not planned the values that your installation requires to run ADSM, we
strongly recommend that you do so before continuing.

Use the information you gathered from the planning chapter to issue your own
commands. Because the database is highly dependent on site-specific values,
we cannot predict all possible combinations. Therefore, we came up with a
sequence of commands, so that all you have to do is change the values for those
that best fit your environment.

— Platform-Specific Commands:

Some minor changes are required in UNIX and Windows because of the
different filespace naming conventions of those platforms (a filesystem in UNIX
is a drive in Windows). Because the examples in this section are based on an
AIX UNIX machine, if you have a Windows ADSM version, use the Windows
directory names instead. For other platforms, see the ADSM Administrator’s
Reference for that server.

4.1 Defining a New Database Volume

© Copyright IBM Corp. 1999

ADSM tracks all volumes defined to the database as one logical object. For
performance reasons, you can split the database volumes into different disks, so
that the actual read and write operations are balanced among the many disks
available. For example, Figure 2 on page 48 shows a database that consists of
four volumes (fil e01 through fil e04). Although the volumes are separate files
from an operating system point of view, ADSM tracks the database as a single
logical image.
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Figure 2. ADSM Database and Its Volumes

All database volumes must reside on random access media. You can have ADSM
create the volume before it is assigned.

There are two methods of successfully allocating a new database volume. The
most common and easiest to use is to allocate a new ADSM database volume by
using the define dbvol une command using the FORMATSIZE option from either
the ADSM console or an administrative client. We recommend that you use this
one-step method. The second method is to use the DSMFMT utility command to
allocate the volume file and then the define dbvol une command to define the
database volume to ADSM. For further information about the DSMFMT utility, see
Chapter 3, “ADSM Server” on page 37.

The following command allocates space and defines a new database volume in a
single operation. It creates a volume / adsni dat abase/ pri nary/ fil e01 of size 176
MB. However, we have to specify 177 M, since the database volume requires 1
MB extra space for overhead.

Getting Started with ADSM: A Practical Implementation Guide



adsnme defi ne dbvol une / adsmi dat abase/ prinary/fil e0l fornat si ze=177 wai t =yes

ANRD984I Process 45 for DEF NE DBVOLUME started in the FOREGROUND at 09: 13: 27.
ANR22401 Dat abase vol une / adsni dat abase/ pri mary/ fil e01 defi ned.

ANRD986l Process 45 for DEFI NE DBVALUME runni ng i n the FOREAGRAUND processed 1
itens for a total of 185,597,952 bytes with a conpl etion state of SUJCESS at
09: 13: 49.

adsn» query db

Availabl e Assigned Mwximum Mxinum  Page Tot al Wed Pct M.
Space Capaci ty Extension Reduction Sze Usabl e Pages Uil Pet
(M) (M) (M) (M3 (bytes) Pages Uil

212 8 204 0 4,09 2,048 1,223 59.7 62.8

adsn» query dbvol une

Vol une Nane Qopy Vol une Nane Qopy Vol une Nane Qopy
(Qopy 1) Satus (Qopy 2) Satus (Gopy 3) Satus
[ adsmi dat abase/ - Sync’ d Undef - Lhdef -

primary/fileOl i ned i ned
[usr/| pp/ adsnse- Sync’d Undef - Lhdef -

rv/ bi n/ db. dsm i ned i ned

/
— UNIX Users:

The database name is case-sensitive. If you want to create a database volume
named fil e0l, you must type the name in lower case.

4.2 Defining a New Recovery Log Volume

The recovery log contains information about updates that have not yet been
committed to the database. For example, when a client is running backups, all
transactional data that controls this operation is first written to the recovery log.

ADSM tracks all volumes defined to the recovery log as one logical object. For
performance reasons, you can split the recovery log volumes into different disks,
so that the actual read and write operations are balanced to the many disks
available. For example, Figure 3 on page 50 shows a recovery log that consists of
two volumes (fil e01 and fil e02). Although the volumes are separate files from an
operating system point of view, ADSM tracks the recovery log as a single logical
image.
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Figure 3. ADSM Recovery Log and Its Volumes

All recovery log volumes must reside on random access media. You can have
ADSM create the volume before it is assigned.

There are two methods of successfully allocating a new recovery log volume. The
most common and easiest to use is to allocate a new ADSM recovery log volume
by using the defi ne | ogvol ume command with the FORMATSIZE option from either
the ADSM console or an administrative client. We recommend that you do this
one-step method. The second method is to use the DSMFMT utility command to
allocate the volume file and then the define | ogvol ume command to define the
recovery log volume to ADSM. For further information about the DSMFMT utility,
see Chapter 3, “ADSM Server” on page 37.

The following command allocates space and defines a new recovery log volume
in a single operation. It creates a volume / adsni | og/ pri nary/fil e0l of size 36 MB.
However, we have to specify 37 MB, since the recovery log volume requires 1 MB
extra space for overhead.

Getting Started with ADSM: A Practical Implementation Guide



adsnme define logvol /adsnilog/primary/fileOl fornatsize=37 wait=yes

ANRD984I Process 47 for DEF NE LOB/QLUME started in the FOREGROUND at

10: 13: 58.

ANR22601 Recovery | og vol une /adsnil og/ prinary/file0l defined.

ANRD986l Process 47 for DEFINE LGB/QLUME running in the FOREGROUND processed 1
itens for atotal of 38,797,312 bytes with a conpl etion state of SUXESS at

10: 14: 03.

adsm> query | og

Avail abl e Assigned Maxi num  Maxi num Page Tot al Wed Pct  Max.
Space Capaci ty Extension Reduction Sze Wsabl e Pages Uil Pect
(M (M (M (Mg (bytes) Pages Uil

a4 8 36 4 4,096 1,536 246 16.0 30.7

adsm» query | ogvol

\ol une Nane Copy \ol une Nane Copy \ol une Nane Qopy
(Qopy 1) Satus (Qopy 2) Satus (Copy 3) Satus
/adsnil og/ prima- Sync’ d Undef - Undef -
ry/file0l i ned ined
[usr/| pp/ adsnse- Sync’d Undef - Lhdef -
rv/ bi n/l og. dsm i ned i ned
UNIX Users:

The recovery log name is case-sensitive. If you want to create a recovery log
volume named file01, you must type the name in lower case.

4.3 Setting the Log Mode to ROLLFORWARD

Use the set | ognode command to set the mode for saving recovery log records.
The log mode determines how long ADSM saves records in the recovery log and
the kind of database recovery you can use. The two log modes are NORMAL and
ROLLFORWARD.

* NORMAL: ADSM saves only those records needed to restore the database to
the point of the last backup (point-in-time recovery). ADSM deletes any
unnecessary records from the recovery log. Changes made to the database
since the last backup cannot be recovered. Any backup versions of the
database created by issuing the backup do command can only be used to
perform point-in-time recovery. In NORMAL log mode, you may need less
space for the recovery log, because ADSM does not keep all records already
committed to the database.

« ROLLFORWARD: ADSM saves all recovery log records that contain changes
made to the database since the last time it was backed up. ADSM deletes
recovery log records only after a successful database backup. The recovery
log records can be used to restore a database to its most current state
(roll-forward recovery) after loading the most current database backup series.
A database backup series created in ROLLFORWARD mode can be used for
either point-in-time recovery or roll-forward recovery. We recommended that
you enable ROLLFORWARD log mode if your site requires a high level of
availability to the ADSM server. ROLLFORWARD log mode may require a
significant amount of space to record all activity.
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To configure the log mode for ROLLFORWARD, issue the set | ognode command:

adsnm» set | ognode rol | forward

ANR22941 Log node set to ROLLFCRMRD

You can check that the command was successful by using the query st atus
command and checking the Log Mode field:

adsn®» query status

ADBM Server for ALX-RS/ 6000 - Version 3, Release 1, Level 2.1

Server Name: Al XL
Server host nane or | P address:
Server TCP/ I P port nunber:
Server URL:
QG ossdefine: Of
Server Password Set: No
Server Installation Date/ Tine: 02/13/1998 10: 59: 41
Server Restart Date/Tine: 01/22/1999 13:57:58
Authenti cation: On
Password Expiration Period: 120 Day(s)
Invalid Sgn-on Attenpt Limt: 3
M ni num Password Length: 0
VB Admin Authentication Tine-out (ninutes): O
Regi strati on: Qpen
Avai | ability: Enabl ed
Accounting: n
Activity Log Retention Period: 1 Day(s)
Li cense Audit Period: 30 Day(s)
Last License Audit: 01/23/1999 01:58: 01
Server License Gonpliance: Valid
Central Schedul er: Active
Maxi num Sessi ons: 25
Maxi num Schedul ed Sessi ons: 12
Event Record Retention Period: 10 Day(s)
Qient Action Duration: 5 Day(s)
Schedul e Randoni zati on Percentage: 25
Query Schedul e Period: Qient’s Choi ce
Maxi num Gommand Retries: Qient’s Choi ce
Retry Period: dient’s Choice
Schedul i ng Mbdes: Any
Log Mde: Rol | Forward
Dat abase Backup Trigger: Not Defined
Active Receivers: GONSOLE ACTLGG SNWP
Gonfiguration manager?: Of
Refresh interval : 60
Last refresh date/tine:

Note that if you are not using the ADSM database in roll-forward mode presently,
but wish to do so, the recovery log pool size will need to be increased. To
estimate the new value, reset the cumulative consumption value using the
administrative command reset | ogconsunption and then monitor the cumulative
consumption over a number of days. Divide the cumulative consumption by the
number of days since you reset the value, to get a representative value. A safe
size for the log pool should be around 30-40% larger than this figure.
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4.4 Defining Database Backup Trigger

Use the defi ne dbbackuptrigger command to define settings for the database
backup trigger. The database backup trigger determines when ADSM
automatically runs a full or incremental backup of the ADSM database and
deletes any unnecessary recovery log records.

ADSM uses the settings you specify with this command only when the log mode
is set to ROLLFORWARD, which you previously configured with the set | ognode
command. With the defi ne dbbackuptri gger command, you specify the percentage
of the assigned capacity of the recovery log that can be used before ADSM
begins a backup of the database. The actual percentage that you must chose is
highly dependent on the planning considerations in Chapter 2, “ADSM
Implementation Planning” on page 9. We recommend that you use the 75%
percentage as a starting point and use the default number of incrementals (six).
You must monitor your environment activity to make sure that you do not start
unnecessary triggering.

To set the limit of 75% for the recovery log to start a backup db and run up to six
incremental database backups before a full database backup, issue the defi ne
dbbackupt ri gger command:

adsn» defi ne dbbackuptrigger devcl ass=c3590 | ogf ul | pct =75 nuni ncr =6
ANR2282| Dat abase backup trigger defined and enabl ed.

You can check that the command was successful by issuing the query
dbbackupt ri gger command:

adsmy query dbbackuptri gger fornat=detail

Full Device Qass: C3590
Increnental Device dass: C3590
Log Full Percentage: 75
Increnental s Between Fulls: 6
Last Lpdate by (admnistrator): ADMN
Last Uddate Date/ Tine: 11/26/1999 19: 13: 15

4.5 Setting the Expansion Trigger

ADSM lets you fully automate the process of increasing the database and
recovery log. For example, assume that you have a 200 MB database and a 100
MB recovery log. You want to increase the size of the database by 25% when
85% is in use, but not to more than 1 GB. You also want to increase the recovery
log by 30% when 75% is in use, but not to more than 500 MB.
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— Note:

Setting a space trigger does not mean that the percentage used in the
database and recovery log will always be less than the value specified with the
FULLPCT parameter. ADSM checks utilization when database and recovery
log activity results in a “commit”. Deleting database volumes and reducing the
database does not cause the trigger to activate. Therefore, the utilization
percentage can exceed the set value before new volumes are online.

— MVS Users:

Database expansion triggering is not fully supported in ADSM MVS. In the
MVS environment, the define spacetrigger command does not cause new
volumes to be created. It causes the database and recovery log to be extended
if space is available. Event logging allows messages to display the amount of
new space that is needed to satisfy the space trigger utilization parameter. You
can use these messages to initiate automatic expansion or to complete an
allocation job (refer to ANRFMT1 and ANRFMT, sample jobs that are located in
the ASAMPLIB library).

Database Space Trigger

To define a new space trigger for the database in the /adsm/database/primary
directory (ADSM generates the volume names), issue the define spacetri gger
command:

adsnme define spacetrigger db full pct=85 spaceexpansi on=25 \
cont > expansi onpr ef i x=/ adsni dat abase/ pri nary/ naxi munsi ze=1000

ANR22741 Data Base Space trigger defined and enabl ed.

The MAXIMUMSIZE limit for the database is 999999999 MB. A value of zero, (0)
or omitting this parameter disables checking for maximum size. If later on, you
need to change the trigger definition, you can use the updat e spacetri gger
command.

Whenever the system detects that the database needs extra space, it triggers the
expansion as shown in the query actl og command:

adsnm» query act| og

ANRA4141 Data Base Space expansi on |s Needed, 6 Megabytes needed.
ANRI412| Data Base and Recovery Log Space expansion triggered.
ANR2248| Dat abase assi gned capacity has been ext ended.

ANR22401 Dat abase vol une / adsni dat abase/ pri mary/ D4985547. DBV def i ned.
ANR22401 Dat abase vol une / adsni dat abase/ pri nary/ D4985547. DBV def i ned.
ANR2248| Dat abase assi gned capacity has been ext ended.

ANRA415] Data Base and Recovery Log Space Expansi on Conpl et ed.

Getting Started with ADSM: A Practical Implementation Guide




4.5.2 Recovery Log Space Trigger

To define a new space trigger for the recovery log in the / adsni | og/ pri nary
directory (ADSM generates the volume names), issue the following command:

adsnme define spacetrigger |og full pct=75 spaceexpansi on=30 \
cont > expansi onpr ef i x=/ adsni | og/ pri nary/ maxi nunsi ze=500

ANR22791 Recovery Log Space trigger defined and enabl ed.

You can use a MAXIMUMSIZE from 9 MB through 5000 MB (5GB) for the
recovery log. A value of zero, (0) or omitting this parameter disables checking for
maximum size. If later on, you need to change the trigger definition, you can use
the updat e spacetrigger command.

Whenever the system detects that the recovery log needs extra space, it triggers
the expansion as shown in the query actl og command:

adsnm» query act!| og

ANRA413lI Recovery Log Space expansion |s Needed, 4 Megabytes needed.
ANRI412| Data Base and Recovery Log Space expansion triggered.

ANR22601 Recovery | og vol une /adsni | og/ pri nary/ L1337547. LOG def i ned.
ANR22601 Recovery | og vol une /adsni | og/ pri nary/ L1337547. LOG def i ned.
ANRD984I Process 872 for EXTEND LGG started in the BACKGROUND at 09: 15: 38.
ANR2268I Recovery | og assi gned capacity has been ext ended.

ANRA415] Data Base and Recovery Log Space Expansi on Conpl et ed.

ANRD307I Recovery log extend in progress; 4 negabytes of 4 fornatted.
ANR2268I Recovery | og assi gned capacity has been ext ended.

4.5.3 When SPACETRIGGER Fails

Although ADSM can expand either the database or the recovery log space if
needed, you must pay special attention when mirroring is active, because the
define spacetrigger command has only one expansionprefix option. Thus, if you
are running ADSM with software mirrored volumes (DB or LOG), you may get
undesirable volumes in a single disk (thus, making mirroring ineffective). To
correct this, you must reallocate the mirror copies in the correct place.

Here is an example of database triggering, which leads to an allocation of both
image and copy to the same location (/ adsni dat abase/ pri nary). In this case, the
database volume, / dsm db/ 00202557. DBV, must be reallocated to another
filesystem, so that mirroring is still adequate:

ANRA4141 Data Base Space expansi on |s Needed, 4 Megabytes needed.

ANRI412| Data Base and Recovery Log Space expansion triggered.

NR22401 Dat abase vol une /adsni dat abase/ pri nary/ D6102557. DBV def i ned.
ANR22411 Dat abase vol une copy /adsni dat abase/ pri nar y/ 30202557. DBV def i ned.
ANR2248| Dat abase assi gned capacity has been ext ended.

ANRA415] Data Base and Recovery Log Space Expansi on Gonpl et ed.
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4.6 Mirroring

The following scenario shows the importance of mirroring in the recovery
process. As the result of a sudden power outage, a partial page write occurs. The
recovery log is now corrupted and not completely readable. Without mirroring,
transaction recovery operations cannot complete when the server is restarted.
However, if the recovery log is mirrored and a partial write is detected, a mirror
volume can be used to construct valid images of the missing pages.

Although you can mirror either the database or the recovery log, we recommend
that you mirror both. This gives better availability should you need to recover from
a failing disk, as you can see in Figure 4 on page 56.

In this example, the ADSM database volumes are split into two different disks, so
if a system failure occurs on one, ADSM can still work. The same thing happens
for the recovery log, with each volume duplicated. Note that ADSM still has one
database object and one recovery log object (with a mirrored copy).

Mirror view

mirrored database

database volumes
volumes

Diskl: fadsmidatabase/primary Disk2: /adsm/database/copy
volumes

Disk3: fadsmilogiprimary Diskd: fadsm/logicopy

Figure 4. ADSM Mirror View

ADSM mirrored volumes must have at least the same capacity as the original
volumes. This means that if your ADSM database is made of two volumes of 100
MB each, then you will need at least two extra 100 MB allocated volumes for the
mirrored volumes. If you create volumes larger than necessary, ADSM gives you
a warning message (ANR2253W for database and ANR2273W for the log), but it
still allows you to use the allocated volume.
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You must separate the mirror images so that you do not lose data if the disk fails.
We recommend that you use four disks for the database and recovery log
volumes to keep each set of volumes on a separate disk. For example, on UNIX,
you have all primary database volumes on one disk, / adsni dat abase/ pri mary, and
their mirrored volumes on another disk, / adsni dat abase/ copy, and the similar
distribution for the recovery log volumes and their mirrored copies. Table 27 on
page 57 shows a sample database and recovery log allocation for UNIX and
Windows respectively:

Table 27. Database and Recovery Log Volumes Allocation

UNIX location Windows location
Database volumes / adsni dat abase/ pri nary D \ adsm dat abase
Mirrores database volumes / adsni dat abase/ copy E \ adsm dat abase
Log volumes /adsni| og/ pri mary F:\adsm| og
Mirrored log volumes / adsni | og/ copy G\adsm| og

— AIX Users:

We recommend that you use ADSM mirroring rather than AIX mirroring. If you
use AlIX mirroring, you may have a problem with raw volumes, but not with
Journaled File System (JFS) files. AlIX tracks mirroring activity by writing
control information to the first 512 bytes of the USER area in a raw volume.
This is not a problem for database and recovery log volumes, but ADSM
control information is also written in this area. If AIX overwrites ADSM control
information when raw volumes are mirrored, ADSM may not be able to vary the
volume online.

4.6.1 Database Mirroring

When you first install ADSM, it does not mirror the database. In our example,
the query dbvol une command shows the default database

(/usr/| pp/ adsnser v/ bi n/ db. dsn) and one additional volume

(/ adsni dat abase/ pri mary/ fi | e01) created in the previous sections without any
mirror images in place:

~
adsn» query dbvol une
\ol une Nane Copy \ol une Nane Copy \ol une Nane Qopy
(Qopy 1) Satus (Qopy 2) Satus (Gopy 3) Satus
/ adsni dat abase/ - Sync’ d Undef - Undef -

primary/file0l i ned i ned
/usr/| pp/ adsnse- Sync’ d Undef - Undef -

rv/ bi n/ db. dsm i ned i ned

/

To mirror the database, you must first create all of the new database volumes by
using the DSMFMT utility. We create the new copy in / adsni dat abase/ copy.
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ki ndu: [/ usr/| pp/ adsnser v/ bi n] $ dsnint -db /adsni dat abase/ copy/fil e01 201
ADSTAR O stributed S orage Minager/ 6000
A X ADBM Server DBMFMI Extent/ Vol une Formatti ng Program

Licensed Miaterials - Property of 1BM

5765-C43 (Q Qopyright IBMorporation 1990, 1997. Al rights reserved.
US Gvernment Wsers Restricted Rghts - Wse, duplication or disclosure
restricted by GSA ADP Schedul e Gontract with | BM Qorporati on.

A | ocat ed space for /adsmi dat abase/ copy/file0l: 210763776 bytes

/

The next step is to define all database volumes in ADSM, using the defi ne dbcopy
command:

adsn» defi ne dbcopy /adsni dat abase/ prinary/fil e0l /adsni dat abase/ copy/ fil e0l
ANR22411 Dat abase vol une copy /adsni dat abase/ copy/ fil e0l defi ned.

After a database volume copy is defined, ADSM synchronizes the volume copy
with the original volume. This process can range from minutes to hours,
depending on the size of the volumes and performance of your system. After
synchronization is complete, the volume copies are mirror images of each other.

You can request information about mirrored database volumes by using the query
dbvol une command. The next screen shows you the database volume
synchronized (Sync’d) with its mirrored volume copy:

adsn» query dbvol une

\ol une Nane Qopy \ol une Nane Qopy \ol une Nane Qopy

(Qopy 1) Satus (Qopy 2) Satus (CGopy 3) Satus

/ adsni dat abase/ - Sync’ d /adsni dat abase/- Sync’d Undef -
primary/fileOl copy/ fil e0l i ned

/usr/| pp/ adsnse- Sync’ d Undef - Undef -
rv/ bi n/ db. dsm i ned i ned

4.6.2 Recovery Log Mirroring
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When you first install ADSM, it does not mirror the recovery log. In our example,
the command query | ogvol une shows the default recovery log

(/usr/ 1 pp/ adsnser v/ bi n/ | og. dsn) and one additional volume

(/adsni | og/ primary/ fil e0l1), created in the previous sections, with no mirror in
place:

~
adsmy query | ogvol
\ol une Nane Copy \ol une Nane Copy \ol une Nane Qopy
(Qopy 1) Satus (Qopy 2) Satus (Copy 3) Satus
/adsnil og/ prima- Sync’ d Undef - Undef -

ry/file0l i ned i ned
/usr/| ppl/ adsnse- Sync’ d Undef - Undef -

rv/ bi n/l og. dsm i ned i ned

/

Getting Started with ADSM: A Practical Implementation Guide



To mirror the recovery log, you must first create all of the new recovery log
volumes by using the DSMFMT utility. Because we want to mirror the
/adsni | og/ pri nary/ fil e0l volume, we allocate a new copy for it under

[ adsni | og/ copy/ fil e01:

ki ndu: [/ usr/| pp/ adsnser v/ bin] $ dsnim -1og /adsnil og/ copy/fil e0l 101
ADSTAR O stributed S orage Minager/ 6000
A X ADBM Server DABMAMI Extent/ Vol une Formatti ng Program

Licensed Miaterials - Property of 1BM

5765-CG43 (Q Qopyright IBMQorporation 1990, 1997. Al rights reserved.
US Gvernment Wsers Restricted Rghts - Wse, duplication or disclosure
restricted by GSA ADP Schedul e Gontract with | BM Qorporati on.

Al ocated space for /adsmil og/ copy/file0l: 105906176 bytes

The next step is to define all recovery log volumes in ADSM, using the defi ne
| ogcopy command:

adsn» define | ogcopy /adsmil og/ prinary/fil eOl /adsnil og/ copy/ fil e0l
ANR22611 Recovery | og vol une copy /adsnil og/ copy/fil e0l defined.

After a volume copy is defined, ADSM synchronizes the volume copy with the
original volume. This process can range from minutes to hours, depending on the
size of the volumes and performance of your system. After synchronization is
complete, the volume copies are mirror images of each other.

You can request information about mirrored recovery log volumes by using the
query | ogvol une command. For example, the next screen shows a recovery log
with its mirrored images. The recovery log volume is synchronized (Sync’d) with
its mirrored volume copy:

adsn» query | ogvol une

\ol une Nane Qopy \ol une Nane Qopy \ol une Nane Qopy

(Qopy 1) Satus (Qopy 2) Satus (Copy 3) Satus

/adsmil og/prima- Sync’d /adsnilog/copy/- Sync'd Undef -
ry/file0l file0l i ned

[usr/| pp/adsnse- Sync’ d Undef - Undef -
rv/ bi n/l og. dsm i ned ined

Because our recommended configuration removes the default recovery log
volume (/ usr/ | pp/ adsnser v/ bi n/ | og. dsnj, there is no need to mirror it. For further
details, see Chapter 4.7.2, “Removing the Default Recovery Log Volume” on page
61.
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4.7 Removing Default Volumes

To facilitate the installation procedure, the ADSM database and recovery log
volumes are placed in the same location in the disk (/ usr/| pp/ adsnserv on AlX,
C\ProgramFiles\|BMadsmserver on NT). We recommend that you remove the
old database and recovery log volumes so that you have a new database and
recovery log distribution.

Be sure that you have defined a new database and recovery log volumes as
explained in the previous sections before continuing. Otherwise, you can damage
your ADSM installation and it will not start.

4.7.1 Removing the Default Database Volume

60

To remove the default database volume, you must first extend its size by using
the extend db command, so that there is enough room in the database logical
volume. Remember that the ADSM database is a logical object consisting of one
or more volumes. Use the extend db command to increase the amount of space
that can be used by the database within all database volumes previously
allocated to ADSM:

adsmy extend db 160
ANR2248| Dat abase assi gned capacity has been ext ended.

Note:

You can only delete a database volume if there is enough space for the data
movement. Therefore, the value in the maximum extension must be at least the
size of the volume you want to remove. Otherwise, you will get an error
message (ANR2434E).

You can use the query dovol une command to see the full name of the file. You can
now delete the default database volume by using the del ete dbvol ume command:

adsn» query dbvol une

\ol une Nane Qopy \ol une Nane Qopy \ol une Nane Qopy
(Qopy 1) Satus (Gopy 2) Satus (CGopy 3) Satus
/ adsni dat abase/ -  Sync’ d Undef - Undef -
primary/fileOl i ned i ned
/usr/| pp/ adsnse- Sync’ d Undef - Undef -
rv/ bi n/ db. dsm i ned i ned

adsm> del ete dbvol une /usr/| pp/ adsnser v/ bi n/ db. dsm

ANR2243|  Dat abase vol une / usr/| pp/ adsnser v/ bi n/ db. dsm del et ed.

The next step is to physically erase the file from the operating system. If you do
not do this, you will be keeping unused space in your system. This example
assumes use of the default AlX installation directory (/ usr/ | pp/ adsnser v/ bi n). In
this case, use the UNIX remove command to delete the unused file:

[[/ usr/| pp/ adsnser v/ bi n] $ rmdb. dsm ]
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4.7.2 Removing the Default Recovery Log Volume

To remove the default recovery log volume, you must first extend its size by using
the extend | og command, so that there is enough room in the recovery log logical
volume. Remember that the ADSM recovery log is a logical object made of one or
more volumes. Use the extend | og command to increase the amount of space
that can be used by the recovery log within all recovery log volumes previously
allocated to ADSM:

adsnm» extend | og 80

ANR22691 Recovery | og extensi on process initiated (process |ID 1201).
ANSB003I Process nunber 1201 started.

— Note:

You can only delete a recovery log volume if there is enough space for the data
movement. Therefore, the value in the maximum extension must be at least the
size of the volume you want to remove. Otherwise, you will get an error
message (ANR2445E).

You can use the query | ogvol une command to see the full name for the file. You
may now delete the default recovery log volume by using the del ete | ogvol une
command:

~
adsmy query | ogvol
\ol une Nane Copy \ol une Nane Copy \ol une Nane Qopy
(Qopy 1) Satus (Qopy 2) Satus (Copy 3) Satus
/adsnil og/ prima- Sync’ d Undef - Undef -

ry/file0l i ned i ned
[usr/| pp/adsnse- Sync’ d Undef - Undef -

rv/ bi n/l og. dsm i ned i ned
adsn» del ete | ogvol une /usr/| pp/ adsnser v/ bi n/ | og. dsm
ANR22641 Del ete process initiated for recovery | og vol une
[ usr/ | pp/ adsnser v/ bi n/1 og. dsm (process id 1202).
ANSB003l Process nunber 1202 started.

/

When you ask ADSM to delete a recovery log volume, it moves all valid recovery
data that is still on the volume to one of the empty recovery volumes (in our
example, /adsni | og/ pri mary/ fil e01).

The next step is to physically erase the file from the operating system. If you do
not do this, you will be keeping unused space in your system. This example
assumes use of the default AlX installation directory (/ usr/ | pp/ adsnser v/ bi n). In
this case, use the UNIX remove command to delete the unused file:

([/usr/lpp/adsm;erv/bi n$ rmlog. dsm )

Database and Recovery Log 61



4.8 Database Backup

It is important to run an ADSM database backup. If the database becomes
damaged or lost, you can restore it by using the DSMSERV RESTORE DB
command to perform ADSM recovery.

If you are following the steps in this chapter, the DBBACKUPTRIGGER will
already start database backups as needed. It is a good idea to run a FULL
database backup after those database configuration changes we applied in this
chapter though, because the trigger may not start in the next few hours.

Use the backup db command to back up an ADSM database to sequential access
storage volumes. You can use this command to run one of the following types of
backup:

¢ Full backup (TYPE=FULL): Copies the entire ADSM database

¢ Incremental backup (TYPE=INCREMENTAL): Copies only those database
pages that have been added or changed since the last time the database was
backed up.

To start a FULL backup:

adsnmy backup db type=full devcl ass=8nmulev wai t =yes

ANRD984l Process 1200 for DATABASE BACKLP started in the FOREGROUND at

15: 58: 05.

ANR22801 Ful | dat abase backup started as process 1200.

ANRI554] Backed up 32 of 959 dat abase pages.

ANRIS541 Backed up 544 of 959 dat abase pages.

ANRIS501 Ful | dat abase backup (process 1200) conpl ete, 959 pages copi ed.
ANRD985l Process 1200 for DATABASE BACKLP running in the FAREGROUND conpl et ed

wth conpl etion state SUXESS at 15: 59: 35.

— Note:

The devcl ass parameter may have a different value for your installation. You
can run the query devcl ass fornat=det ai | command to check the available
device classes and query |ibrary to check the corresponding libraries available
for use. You can run the backup db command at any time, without having to stop
the server.

Note:

We recommend that you send all ADSM database backups to Offsite, so that
you have a recovery position for your ADSM environment.

4.9 Additional Commands
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Although the recommended settings enable database triggering, you may need to
perform some database operations in ADSM. This section shows the possible
commands to increase or decrease both database and recovery log space. You
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4.9.1 EXTEND DB

should only run these commands if you experiencing problems with the volume

allocations or if you add new volumes to ADSM.

Use the extend db command to increase the amount of space that can be used by

the database within all the database volumes previously allocated to ADSM.

-
adsnrquery db
ANR20171 Admini strator SERVER QONSCLE i ssued command: QUERY OB

Availabl e Assigned Maximum Mxinum  Page Tot al Wed Pct M.
Space Capacity Extension Reduction dze Usabl e Pages Uil Pet
(M (M (M (Mg (bytes) Pages Uil

20 8 12 0 4,09 2,048 435 21.2 21.2

adsnrextend db 8

ANRR0171 Adnini strator SERVER GONSQLE i ssued command: EXTEND OB 8
ANR2248| Dat abase assi gned capacity has been ext ended.

adsnrquery db

ANRR0171 Adnini strator SERVER GONSQLE i ssued command: QUERY DB

Availabl e Assigned Maximum Mxinum  Page Tot al Wed Pct M.
Space CGapaci ty Extension Reduction Sze Usabl e Pages Uil Pect
(M (M (M (M3 (bytes) Pages Wil

20 16 4 8 4,096 4, 096 437 10.7 10.7

4.9.2 EXTEND LOG
Use the extend |1 og command to increase the amount of space that can be used

by the recovery log within all the recovery log volumes previously allocated to

ADSM.

adsnrquery | og
ANR20171 Adnmini strator SERVER QONSCLE i ssued command: QUERY LGG

Availabl e Assigned Maximum Mxinum  Page Tot al Wed Pct M.
Space Capacity Extension Reduction dze Usabl e Pages Uil Pet
(M (M (M (M3 (bytes) Pages Uil

108 16 92 12 4,096 3,584 155 4.3 4.7

adsnrextend | og 8

ANR20171 Adnini strator SERVER GONSQLE i ssued command: EXTEND LGG 8
ANRD984l Process 12 for EXTEND LG started in the BAOKGROUND at 10: 28: 55.
ANR22691 Recovery | og extensi on process initiated (process ID 12).
ANRD307I Recovery log extend in progress; 4 negabytes of 8 fornatted.
ANRD307I Recovery | og extend in progress; 8 negabytes of 8 formatted.
ANR2268I Recovery | og assi gned capacity has been extended.

ANRD988I Process 12 for EXTEND LGG running in the BACKARAND processed
8,388,608 bytes with a conpletion state of SUXESS at 10: 29: 04.

ADBM Server for Al X-RS 6000 - Version 3, Release 1, Level 2.1

adsmequery | og
ANR20171 Adnini strator SERVER GONSQLE i ssued command: QUERY LGG

Avail abl e Assigned Maxi num  Maxi num Page Tot al Wed Pct  Max.
Space Capaci ty Extension Reduction Sze Usabl e Pages Uil Pect
(M (M (M (M3 (bytes) Pages Wil

108 24 84 20 4,096 5,632 155 2.8 2.8
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4.9.3 REDUCE DB

Use the reduce db command to decrease the amount of space that can be used
by the database. To reduce the capacity of the database, you must reduce the
database in 4 MB increments. If you do not specify the reduction in 4 MB
increments, ADSM rounds the number to the next 4 MB partition. For example, if
you reduce the database by 1 MB, ADSM reduces the capacity of the database
by 4 MB.

adsn» query db

Availabl e Assigned Mximum Mxinum  Page Tot al Wed Pct M.
Space Capacity Extension Reduction dze Usabl e Pages Uil Pet
(M (M (M (M3 (bytes) Pages Uil

20 20 0 12 4,096 5,120 436 85 85

adsn® reduce db 8
ANR22501 Dat abase assi gned capacity has been reduced.

adsn» query db

Avail abl e Assigned Maxi num  Maxi num Page Tot al Wed Pct  Max.
Fpace Capacity Extension Reduction Sze Usabl e Pages Uil Pet
(M (M) (M (Mg (bytes) Pages Wil

20 12 8 4 4,096 3,072 434 14.1 14.1

4.9.4 REDUCE LOG

Use the reduce | og command to decrease the amount of space that can be used
by the recovery log. To decrease the capacity of the recovery log, you must
reduce the recovery log in 4 MB increments. If you do not specify the reduction in
4 MB increments, ADSM rounds the number to the next 4 MB partition. For
example, if you reduce the recovery log by 1 MB, ADSM reduces the capacity of
the recovery log by 4 MB.

adsn» query | og

Availabl e Assigned Mwximum Mxinum  Page Tot al Wed Pct M.
Space Capacity Extension Reduction dze Usabl e Pages Uil Pet
(M (M (M (M3 (bytes) Pages Uil

108 28 80 24 4,096 6, 656 150 2.3 2.3

adsn® reduce | og 12
ANR22701 Recovery | og assi gned capacity has been reduced.

adsn» query | og

Avail abl e Assigned Maxi num  Maxi num Page Tot al Wed Pct  Max.
Fpace CGapacity Extension Reduction Sze Usabl e Pages Uil Pet
(M (M (M (Mg (bytes) Pages Uil

108 16 92 12 4,006 3,584 150 4.2 4.2

4.9.5 DELETE VOLHIST TYPE=DBBACKUP

Use the del ete vol hi story command to delete sequential volume history
information collected by the server when the information is no longer needed. For
example, you may want to delete information about volumes used for obsolete
database backups.
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When the records that contain volume history information about volumes not in

storage pools (volume types BACKUPFULL, BACKUPINCR, and EXPORT) are
deleted, the volumes return to scratch status if they were acquired by ADSM as

scratch volumes. For scratch volumes with device type FILE, the files are

deleted.

When the records that contain volume history information about volumes in

storage pools are deleted, the volumes themselves are not affected and remain in

the ADSM database.

adsnrquery vol hi story type=dbbackup
ANR20171 Admini strator SERVER QONSCLE i ssued command: QUERY VOLH STCRY

t ype=dbbackup

Dat e/ Ti ne:

\ol une Type:
Backup Series:
Backup Qperati on:
Vol une Seq:

Devi ce d ass:

\ol une Nane:

\ol une Locat i on:

Dat e/ Ti ne:

\ol une Type:
Backup Series:
Backup Qperati on:
Vol une Seq:

Devi ce d ass:

\ol une Nane:

\ol une Locati on:

01/ 27/ 99 15: 58: 05
BACKUPFULL

12

0

1

SMMEV

Dsvo01

02/ 10/ 99 10: 48: 14
BACKUPFULL

13

0

1

GwWw

M.1802

adsnrdel et e vol hi story type=dbbackup t odat e=t oday- 2

ANRR0171 Adnini strator SERVER GONSQLE i ssued command: DELETE MOLH STARY
t ype=dbbackup t odat e=t oday- 2

ANR2467] DELETE VO_H STQRY: 1 sequential volune history entries were
successful 'y del et ed.

adsnrquery vol hi story type=dbbackup
ANRR0171 Adnini strator SERVER GONSQLE i ssued command: QUERY VAOLH STARY

t ype=dbbackup

Cat e/ Ti ne:

\ol une Type:
Backup Series:
Backup (perati on:
Vol une Seq:

Devi ce A ass:

Vol une Nane:

\ol une Locat i on:

02/10/ 99 10: 48: 14
BACKUPRULL

13

0

1

W
M.1802
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Chapter 5. Data Storage

ADSM represents data storage with administrator-defined ADSM objects: storage
pools and storage pool volumes.

In the following sections, we discuss how ADSM can automatically manage these
pools and how you can define them, as well as how to check that the command
used has performed the changes you require.

We also briefly discuss some ADSM concepts related to storage pools.

There are example commands you may want to use, including details of the
commands needed to follow our recommendations in the checklist.

5.1 Storage Pools

A storage pool is a collection of storage pool volumes, where each storage pool
represents one type of media. For example, a storage pool for a 4mm, digital
audio tape device (DAT), represents collections of only 4mm tapes, and a storage
pool for an IBM 3590 represents collections of only 3590 tapes. A storage pool
created on a disk has files formatted under ADSM that are the volumes and are
collectively arranged as a storage pool. You can have as many storage pools of
the same device type as you need. Figure 5 on page 67 shows the logical
relationship between storage pools and their volumes.

Storage
Pool

Storage Pool
Volumes

DISK TAPE

Storage —-‘8 %
Pool /@ @

Storage Pool
Volumes

Figure 5. ADSM Storage Pool and Its Volumes

© Copyright IBM Corp. 1999

Storage pools for ADSM are defined on a wide range of different devices that are
attached locally to the server.

For a complete, up-to-date list of different devices that can be attached to the
server platform that you are going to use, the best source is the IBM ADSM Web
site. Check the URL http://ww st or age. i bm cond sof t war e/ adsnf adsercl i . ht m

Click on the link ADSM server requirements and ADSM supported storage
devices. Find your ADSM server operating system type and click on the link in the
right hand pane to get to our most current device support list.
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ADSM has two types of storage pools:
« Primary storage pools

 Copy storage pools

5.1.1 Primary Storage Pools

When a client node backs up, archives or migrates data, the data is stored in a
primary storage pool.

When a user tries to restore, retrieve or export file data, the requested file is
obtained from a primary storage pool if possible. Primary storage pool volumes
are always located onsite.

A primary storage pool can use random access storage (DISK device class) or
sequential access storage (for example, tape, optical or FILE device classes).

5.1.2 Copy Storage Pools

When an administrator backs up a primary storage pool, the data is stored in a
copy storage pool.

The copy storage pool provides a means of recovering from disasters and media
failures.

A copy storage pool can use only sequential access storage (for example, tape
optical, or FILE device classes).

Copy storage pool volumes can be moved offsite and still be tracked by ADSM.
This is done by using the access mode of offsite to ensure that ADSM does not
request a volume mount. Moving copy storage volumes offsite provides a means
of recovering from an offsite disaster.

The only way to store files in copy storage pools is by using the backup st gpool
command.

5.2 Storage Pool Hierarchy

68

There are two main types of devices attached to the ADSM server, random
access devices and sequential devices. These two types may be configured in a
hierarchy; this allows automation and flexibility to store data on the most suitable
media type. You can have an infinite number of levels in a hierarchy, each called
a storage pool. You cannot define storage pools pointing to one another in an
endless loop.

Copy pools are not part of the storage migration hierarchy. Files are not migrated
to or from copy storage pools.

Devices attached to the ADSM server are split into two types: Random access
devices and sequential devices.

1. Random access devices refer to magnetic disk devices that are used for two
main purposes:

« To store the database and recovery log.
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« To store client data that has been backed up or archived from client nodes.
The client data is stored in storage pools.

To protect data in a disk-type storage device we recommend that you use
some form of redundant array of independent disks (RAID) either at a
hardware or software level. We recommend the use of RAID levels 1, 5, or
0+1.

2. Sequential devices refer to tape devices and/or optical that require manual
configuration of the device class and are used for storing backed up and
archived client data. ADSM may also store backups of its own database here.

These two main types of devices may be configured in a hierarchy that allows
automation and flexibility to store data on the most suitable media type.

A storage pool can be disk, tape, or optical. The management class determines
where the client data enters the storage hierarchy. The movement from one
storage pool to the next is controlled by the rules that you define in the storage
pool. This is illustrated in Figure 6 on page 69.

Storage Pool Assignment

Figure 6. Hierarchical Arrangement of Different Storage Devices

5.3 Movement of Data between Storage Pools

There are two controls available to help you automatically control the space in the
storage pools:

* Migration
* MAXSIZE
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5.3.1 Migration

Migration helps you control the amount of free space within a storage pool. You
can define a high and a low migration threshold for each storage pool in the
storage hierarchy. These thresholds tell ADSM when to move data from one
storage pool to another.

When the amount of data in a storage pool reaches the high threshold, ADSM
moves client data to the next storage pool, until the storage pool reaches the low
threshold. This automation mitigates or reduces the chance of the first pool
running out of space. The migration process is illustrated in Figure 7 on page 70.

You can specify the number of days to delay migration for files in a storage pool;
this ensures that files stay in a pool for a minimum number of days.

DISK TAPE

High Threshaold

70% ] &)
MIGRATION )

Low Threshold |
30%

o8
Rl
0e0g

AFTER
High Threshold MIGRATION

0%

Low Threshold |
30%

800
Dol
800

Figure 7. Migration between Storage Pools

5.3.2 MAXSIZE

If you assign a MAXSIZE to a storage pool, files can be placed in that storage
pool, provided that they are equal to or less than the assigned MAXSIZE. If a file
is too large for the first storage pool, it goes straight to the next storage pool
defined.

MAXSIZE is not required. If you do not assign a MAXSIZE, and a file entering the

storage pool causes it to exceed its high threshold, migration occurs to move data
to the next storage pool.
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5.4 Reclamation

Reclamation is used for sequential storage pools to free complete tape volumes.
Because ADSM keeps a defined number of versions of files as it does
incremental backups, the oldest copy of a file, beyond the defined number of
versions to keep, gets marked for expiry.

This file will then be deleted when ADSM next performs expiration processing. It
is common that a tape volume will have files that will expire on different dates.
Therefore as these files reach their expiry date and the expiration process
occurs, empty spaces will appear on the tape volume.

The amount of space that can be reclaimed on a volume increases as files on the
volume are deleted. When the percentage of space that can be reclaimed on a
volume rises above the value for the RECLAIM option, the volume is eligible for
reclamation. Active files on the volume are rewritten to other volumes in the
storage pool, making the original volume available for new files.

We recommend that you specify a value of 50 percent or greater for this
parameter so that files stored on two volumes can be combined onto a single
output volume.

See Figure 8 on page 71 for an illustration of the tape reclamation process.

Reclaim Threshold 60 % Free

This Yolume has more
than B0% Free Space

Space Reclamation

This Yolume is now empty
and can be reused

D

25% full

{Reclaim Value 75%) {(Rec. Value 30%) {Rec. Value 100% - {(Rec. Value 5%)

+  70% full 0% full + 95% full

but will not be eligible
for reclamation until
volume has refilled
once more)

Figure 8. Space Reclamation of Tape Volumes

5.4.1 Single Drive Reclamation

Reclamation can be performed by a single drive in ADSM Version 3 by specifying
the RECLAIMSTGPOOL parameter. This parameter points to another storage
pool that can be used as the holding area for the data being consolidated.

The storage pool specified as the reclaim storage pool can be any primary
storage pool on the system or a new primary storage pool created for this
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5.4.2 Reclamation

purpose. The only disk pool allowed is the one whose DEVTYPE parameter is set
to FILE.

When the amount of reclaimable space on a media volume exceeds the
reclamation threshold, ADSM automatically begins the reclamation process. The
volume to be reclaimed is mounted in the drive, and the active data is moved to
the reclaim storage pool. If the reclaim storage pool is filled, the volume being
reclaimed is dismounted, and a new volume in the same tape pool is mounted.
The reclaimed data in the reclaim pool is then migrated to that tape volume. Once
this process is complete, it repeats, until all valid data has been reclaimed from
the source volume being reclaimed.

When defining the reclaim storage pool, you must also define the
NEXTSTGPOOL parameter pointing back to the pool being reclaimed. Thus the
reclaimed data can be migrated back to the original storage pool.

of Offsite Volumes
Care must be taken if reclamation is set for volumes that are offsite.

If the volumes are actually offsite, in a copy pool, then ADSM cannot physically
move the data from one volume to another, as they are in a vault, not a tape
drive. The way it manages to perform reclamation for an offsite copy pool is by
obtaining the active files from a primary storage pool or from an onsite volume of
a copy pool. These files are then written to a new volume in the copy pool and the
database updated. A message is then issued that an offsite volume was
reclaimed. The new volume will get moved to the offsite location, and the offsite
volumes, whose active data it has combined, will be moved back to the scratch
pool onsite, when the re-use delay parameter has been satisfied.

However, if a disaster occurs, we could have a problem. If the reclaimed volumes
have already been returned to the scratch pool, and the new volume has not yet
been taken offsite, then we have lost any offsite backup. This is the reason for the
delay-reuse period for tapes returning to the scratch pool.

This is achievable by controlling when reclamation will occur by scheduling it
properly. Basically, you must ensure that you have performed a backup on all the
onsite storage pools to their offsite copy pools, then perform a database backup
so the offsite database copy points to all the files in their new locations. Then you
can perform reclamation. The delay-reuse period must be long enough to ensure
that the reclaimed volumes do not return to the scratch pool before another
database backup is taken.

5.5 Reduce Restore Times

5.5.1 Collocation

There are two methods of reducing restore times that we discuss here.
¢ Collocation: This restores data from the minimum number of tape volumes.

¢ Disk caching: This maintains data on disk after it has been migrated.

Collocation is a process by which the server attempts to keep all files belonging
to a client node on a minimal number of sequential access storage volumes. This
process is illustrated in Figure 9 on page 73.
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To have ADSM collocate data when files from different client nodes are mixed in
the same storage pool, set COLLOCATE to YES when you define or update a
sequential storage pool. By using collocation, you reduce the number of volume
mount operations required when users restore or retrieve many files from the
storage pool. Collocation thus improves access time for these operations.
However, collocation will increase the number of mounts and number of tape
volumes used during backup.

You can choose to have the ADSM server collocate at the client or filespace
level.

When collocation is disabled, the server attempts to use all available space on
each volume before selecting a new volume. Although this process provides
better utilization of individual volumes, user files can become scattered across
many volumes; therefore, restoring a client completely may require many volume
mounts.

Storage Pool - Collocation

BKUP_SP1 @

.

Hi Threshold
Lo Threshold

B =5

uonelBiy

Client A

[=]] Client B

Client C

TAPE_SP1

#x Keep Workstation Data Together
% Reduce Tape Mounts during Restore

* Selectable Option at Storage Pool Level

Figure 9. Storage Pool Collocation on a Client Level

5.5.2 Disk Caching

Disk caching is used for disk storage pools only. When cache is enabled
(CACHE=YES), the migration process leaves behind duplicate copies of the files
on disk after the server migrates these files to subordinate storage pools in the
storage pool hierarchy. The copies remain in the disk storage pool, but in a
cached state, so that subsequent retrieval requests can be satisfied quickly.
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However, if space is needed to store new data in the disk storage pool, the space
occupied by cached files can be immediately reused for the new data. When
space is needed, the server reclaims space by writing over the cached files. Files
that have the oldest retrieval date and occupy the largest amount of disk space
are overwritten first.

Do not use cache if you have limited database space. When you use cache, more
database space is needed because the server has to keep track of both the
cached copy of the file and the new copy in the subordinate storage pool. Cache
may also slow backup times and be of little value if your available storage pool
space is smaller than the amount of changed data to be backed up. This is
because the disk pool will be full of cached copies of data to begin with, and so
the backup operation will have to create space for every write to this pool. The
backup operation will cause a migrate anyway, and will then fill again. The
cached data left after a typical end of day migration will only represent a portion
of the amount of daily changed data.

5.6 RAID

To protect data in a disk type storage device, we recommend that you use some
form of redundant array of independent disks (RAID).

RAID can be implemented at either a hardware or software level. Protecting data
stored on a disk is a subject in itself, and below we have just touched on some of
the possibilities you may want to look into further. The best solution for you will
depend on many factors.

A hardware RAID solution can be beneficial to reduce the performance penalty
on the server, when implementing RAID. It can also provide disks and controllers
that can be exchanged on the fly, should they fail. This solution can also protect
against failed controllers, power supply units, and the input power supply itself,
and it can provide a spare disk to automatically take over, should a disk fail. You
may also consider implementing disk storage that is shared among a nhumber of
servers with the ability to allocate and increase storage for each server, as the
need arises, without any server downtime.

A software type RAID solution can also provide levels of redundancy with a much
lower initial outlay if implemented carefully, using a number of physical disks.

There are also different ways of transmitting data to the physical disks, such as
SCSI, SSA and fiber, which all have advantages and disadvantages.

Whichever path you choose, we recommend that you implement one of the three
following RAID levels:

¢ RAID 1 Mirroring

¢ RAID 1 + 0 Mirror and Stripe

¢ RAID 5 Distributed Parity

RAID can only provide protection from hardware failure. Software failure is still
possible.
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5.7 Setting Up Storage Pools

To define a storage pool initially, you need to judge how large it needs to be. See
2.4, “Disk Considerations and Sizing” on page 23 and 2.5, “Tape Considerations
and Sizing” on page 29 for planning considerations. If your initial calculations are
inaccurate or data to be backed up grows over time, the storage pool can be
increased in size easily and dynamically.

When defining a new device to the ADSM server, the device must first be
configured under the operating system. Once we have a device name the
operating system understands, we can refer to this, when configuring the device
under ADSM. Physical devices are treated under ADSM as two types: Random
Access Devices and Sequential devices, and these are connected locally to the
server.

« Random access devices

Random access devices refer to magnetic disk devices that are used for two
main purposes:

» To store the database and recovery log.

« To store client data that has been backed up or archived from client nodes.
The client data is stored in disk storage pools.

ADSM stores data on magnetic disk in two ways:
* Random access volumes
e Storing data sequentially using a FILE device class.

The physical part of random access devices do not need defining to ADSM,;
they can be referred to directly using a drive/path reference. The device type
of file used is also predefined in ADSM.

e Sequential storage devices

Sequential storage devices under ADSM refer to tape libraries, optical devices
and write once read many (WORM) devices

The drive and library must first be defined under the operating system. In the
following example on AIX, we define an ADIC VLSDLT library, the drive is set
at SCSI ID 6, the library is set at SCSI ID 3. First you have to find out the
address of the SCSI card by issuing the following command:

kindu:[/]$ | sdev -Cc tape
rnm 1l Avail abl e 00-00-0s-6,0 G her SC3 TApe Drive

Now that you know the address of the SCSI card 00- 00- 0S and the ID and
logical unit number (LUN) of the drive 6, 0 you can define the drive and library
to AlX using the ADSM driver.

To define the drive, start the system management interface tool (SMIT) and go
to Devices -> ADSM Devices -> Tape Drive -> Add a Tape Drive. Pick the
ADSM SCSl - MI' device listed. Pick the card with address 00- 00- 0S. Supply the
connection address in the brackets [6, 0]

To define the library, in SMIT go to Devices -> ADSM Devices -> Library ->
Add a Library. Pick the ADSM SCSl - LB device listed. Pick the card with the
address 00-00-0S. Supply the connection address in the brackets [3, Q].
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Windows NT Users:

On Windows NT, you define drives and libraries under Settings -> Control
Panel -> Tape Devices -> Drivers.

To configure the device under ADSM, five components must be configured.
These can be thought of in two component classes, physical and logical. These
components must be configured in the order of the five steps following.

e Physical

1. The library: AUTOMATED or MANUAL.

2. The drive (or drives, if there is more than one in your library)
« Logical

3. The device class: Here you specify the device type and associate the
device class name with the device type and the library name. Here the
device type is from an ADSM defined list, and the command is common to
all ADSM server platforms, for example 3570,4mm,or DLT.

4. The storage pool: This specifies the device class to use for the storage
pool you are creating and includes specific storage pool rules for handling
data.

5. The volumes: This is where we label the volumes and either define them as
scratch volumes or as private volumes belonging to a particular storage
pool.

To define storage pools to ADSM successfully, there is an order that must be
followed. If you try to create an ADSM object that has a parameter referring to
another item, that item must exist, and therefore it should be created first.

Table 28 on page 76 details which steps you have to complete in order to
configure each component for the device and storage pool you wish to set up.

Table 28. Guide to Setting Up Storage Pools

Order of Component | Component To Define the Type of Device Below, Follow Each Component Section
Definition | Class - -
Manual Automated | Disk Sequential Copy Storage
Library Library Storage Disk Storage | Pool
Pool Pool
1 Physical Library 6.7.1 6.8.1 N/A N/A N/A
2 Drive 6.7.2 6.8.2 N/A N/A N/A
3 Logical Device Class | 6.7.3.1 6.8.3 6.7.5.2. 6.7.5.3 6.7.5.4
4 Storage Pool | 6.7.4.1 6.8.4 6.7.6.2 6.7.6.3 6.7.6.4
5 Volume 6.7.5.1 6.8.5 6.7.7.2 N/A 6.7.7.3
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5.7.1 Defining a Library — Physical

In this section we refer to a manual library. See section 6.8.1 for an automated
library.

First of all, you need to define a library, even if you are using a single tape drive.
The following command defines a manual library named M8MM. There is no
device number associated with a manual library because the library part can be
thought of as virtual.

adsne define library n8mml i bt ype=ranual
ANRB400I Li brary MBMM def i ned.

adsmy query library n8mm

Li brary Nane: MMM
Library Type: MANUAL
Devi ce:
Private Category:
Scratch Gategory:
Ext ernal Manager :
RSM Medi a Type:

The private and scratch category’s apply to 3494/3495 type libraries only. The
external manager is the path to the location of the external library manager. If you
have one, this is where some external media management software identifies the
appropriate drive for media access operations. You would need to specify
LIBTYPE=EXTERNAL for this parameter to be required.

5.7.2 Defining a Drive — Physical

In this section we refer to a manual library. See section 6.8.2 for an automated
library.

After defining the library, you should now define a drive for the library to use.

The drive to use for the manual library must be specified, using its device number
that the operating system recognizes it by. The drive therefore must be
configured under the operating system.

—— Windows NT Users:

Run the ADSM Server Utilities, and under Device Information, check the ADSM
Device Name, for example mt5.0.0.2. Depending on the device type, you need
to install additional device drivers.

— AIX Users:

Run the following AIX command to find the device name, for example /dev/mt5:
kindu:[/]1$ | sdev -C -c tape

Depending on the device type, you need to install Atape support.
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The following command defines a drive named DRV5 in the manual library on
Windows NT named M8MM, the tape drive is at SCSI ID 5, LUN 0, port 0, bus 2.

adsne define drive n8nmdrv5 devi ce=ni 5. 0. 0. 2
ANRB4041 Drive DR defined in library MMV

adsn» query drive

Library Nane Drive Name Devi ce Type Device ON LINE

Having defined the physical parts of the library to ADSM, we can now define the
logical part to complete the process. There are three steps to this:

¢ Device Class
« Storage Pool

¢ Volumes

5.7.3 Defining a Device Class — Logical
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A device class can be thought of as a software driver. It is defined so ADSM can
communicate with the physical drive correctly.

5.7.3.1 Manual Library

To find the different device types available, look in the administrators reference
manual or use the online help facility by issuing the hel p define devcl ass
command. This is the online help facility available in ADSM to give detailed
information on every parameter of a command.

The following command defines a device class named C8MM that uses a
predefined ADSM device type of 8MM in the library named M8MM. When a tape
is sitting idle in a drive in the library, it remains there for 5 minutes
(MOUNTRETENTION=5). It uses a tape format of 8500 that gives a capacity of
5GB on a 112m tape.

adsn® defi ne devcl ass ¢8mm devt ype=8nm | i br ar y=n8mm f or nat =8500 nount r et ent =5
ANR2203I Devi ce cl ass CBMM defi ned.

adsn» query devcl ass

Devi ce Devi ce S orage Devi ce For nat Est/ Max Mount
d ass Access Pool Type Capaci ty Limt
Nane Srategy Gount (MR

aw Sequent i al 0 8W 8500 0.0 DR VES
DS S Random 4

The best place to look for information on tape format parameters is in the
administrators reference manual. A more common setting is FORMAT=DRIVE,
which allows ADSM to select the highest format that can be supported by the
drive on which a volume is mounted.
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5.7.3.2 Disk Storage Pool
We do not need to define the device class for a disk storage pool, because ADSM
has a predefined device class of DISK.

5.7.3.3 Sequential Disk Storage Pool
This is where a disk can simulate a sequential device, such as tape.

If you are using a single drive and want to perform reclamation, then the pool type
you specify as the reclaim storage pool must be a primary sequential storage
pool. This is one instance where you may want to use a sequential disk storage
pool with a device type of FILE.

A copy pool must also use sequential access storage and can be defined on a
disk using this device type.

To configure a sequential storage pool, you first need to define a device class of
FILE, and tell ADSM which directory to use and what the maximum size of this file
can be.

The following command defines a device class named CFILE using an ADSM
predefined device type of FILE with a maximum capacity of 12MB.

adsn» define devcl ass cfil e devtype=fil e directory=/dsmstg3 naxcapacity=12M
ANR2203I Devi ce cl ass CH LE defi ned.

adsm» query devcl ass cfile

Devi ce Devi ce S orage Devi ce For nat Est/ Max Mount
d ass Access Pool Type Capaci ty Limt
Nane Srategy Gount (MR

CH LE Sequent i al 0 FILE 12.0 1

5.7.3.4 Copy Storage Pool

A copy storage pool can use only sequential access storage (for example, tape,
optical, or file device classes). The device class you should define has to
represent the type of device you are using for your copy pool. If you are using the
same library as one already defined, then you can use the same device class that
has been defined for it — we could have used CDLT in our example. If you are
using a separate library or an MVS server platform, you need to define a separate
device class.

A separate library needs a separate device class to identify it.

—— MVS Users:

Most tape library management systems on MVS use the dataset name to
identify tapes to be taken offsite. ADSM uses the format <pref i x>. BFS for both
onsite and offsite dataset names in one device class. To choose another
dataset name for offsite copies, create another device class for the offsite
copies and choose a different prefix. Set the tape library management system
to trigger on this offsite name, and offsite copies will be identified automatically.
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The following command defines a device class named COFFSITE for library
LDLT using an ADSM predefined device type of DLT. In this case, this is the type
of library we use to produce our offsite copies. The device class we define,
COFFSITE, is used when we define the copy storage pool itself.

adsn» define devcl ass coffsite devtype=dit format=drive library=ldlt
ANR2203I Devi ce cl ass QOHFS TE defi ned.

adsn» query devcl ass

Devi ce Devi ce S orage Devi ce For nat Est/ Max Mount
d ass Access Pool Type Capaci ty Limt
Nane Srategy Gount (MR

aT Sequent i al 0 OLT DR VE 0.0 DR VES
GFFS TE Sequent i al 0 OLT DR \VE 0.0 DR VES
DS Random 3

5.7.4 Defining a Storage Pool — Logical
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ADSM has two types of storage pools:
« Primary storage pools

 Copy storage pools

A primary storage pool can use random access storage (DISK device class) or
sequential access storage (for example, tape, optical or file device classes). A
copy storage pool can use only sequential access storage.

5.7.4.1 Primary Storage Pool for a Manual Library
Following the device class, you can now define the storage pool you are going to
use with the library.

The following command defines a storage pool named TAPEDATA using the
device class named C8MM. The high migration parameter is set to 100 to stop
migration because there is no NEXTSTGPOOL for this storage pool to migrate to.
The MAXSCRATCH value of 10 means that when 10 scratch tapes have been
used, the storage pool indicates that it is full — this may not be desirable.
However, this parameter is used to estimate the total number of volumes in the
pool and the corresponding estimated capacity of the pool. MAXSCRATCH is a
required value for sequential type storage pools.

adsn» define stgpool tapedata c8mm hi ghm g=100 naxscr at ch=10
ANR22001 St orage pool TAPEDATA defi ned (device class GBM) .

adsn» query stgpool tapedata

S orage Devi ce Estimated Pct Pct Hgh Low Next
Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage

(M3 Pct  Pct  Pool
TAPEDATA GW 0.0 0.0 0.0 100 70
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5.7.4.2 Primary Storage Pool for Disk
Using the ADSM predefined device class of DISK, you can define a primary disk
storage pool.

The following command defines a storage pool named DISKDATA with a high
migration threshold of 70% and a low migration threshold of 30%. It uses the
predefined ADSM device class of DISK.

adsnme define stgpool diskdata di sk description="Data Storage" hi gh=70 | ow=30
ANR22001 St orage pool Dl SKDATA defined (device class D ).

adsn> query stgpool di skdata

S orage Devi ce Estinated Pct Pct HN?h Low Next
Pool ne d ass Nane Capaci t Wil M gr g Mg Sorage
(NBy Pct Pct Pool

DO SKDATA O sK 0.0 0.0 0.0 70 30

5.7.4.3 Primary Storage Pool for Sequential Disk
This is where a disk can simulate a sequential device, such as tape.

The following command defines a storage pool named DISKFILE using a device
class named CFILE. Because it simulates a sequential storage pool, the
MAXSCRATCH parameter must be included, and as there is no next storage pool
in this case, migration is disabled.

adsn» define stgpool diskfile cfile naxscratch=100 hi ghm g=100
ANR22001 S orage pool D SKFLE defined (device class CHLE).

adsn» query stgpool diskfile

S orage Devi ce Esti nat ed Pet Pct Hgh Low Next

Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage
(M3 Pct  Pct  Pool

O SKF LE CF LE 0.0 0.0 0.0 100 70

Difference in Operation

The server opens a file when one is required, and so the storage pool shows
0.0 Estimated Capaci ty until data has been sent to it. Following a client backup
operation to this storage pool, we can see the capacity increase. Checking the
volume used for this operation, the server has created a file named 00000083 with
an extension of . BFSto store a client’s data. Because of this difference in
operation, volumes do not have to be defined for this type of diskpool — the
server creates files itself, within the overall maximum capacity of the device class.
Note: There are suffixes other than .BFS that may be created when using a
sequential pool for other types of operation.
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adsmy query stgpool diskfile

S orage Devi ce Estimated Pct Pct Hgh Low Next

Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage
(MB) Pct  Pct  Pool

O SKH LE HLE 1,200.0 0.6 1.0 100 70 TAPHEDATA

adsny query vol une st gpool =di skfile

\ol une Nane S orage Devi ce Esti nat ed Pct Vol une
Pool Nane Qass Name  QGapacity Wil Satus

(M)
/ dsm st g3/ 00000083. BFS D SKH LE HLE 12.0 59.7 Flling

Single Drive Reclamation Using Disk for Reclaim Storage Pool
Reclamation can be performed by a single drive in ADSM version 3 by specifying
the RECLAIMSTGPOOL parameter. This parameter points to another storage
pool that can be used as the holding area for the data being consolidated. The
holding area then refers back to the original pool being reclaimed as its next pool
to migrate to. See Chapter 6.4.1 for more information about reclamation.

The following command updates the existing storage pool named TAPEDATA to
use the disk storage pool named DISKFILE to hold data temporarily when
performing reclamation.

adsnmy updat e stgpool tapedata recl ai nst gpool =di skfile
ANR2202] St orage pool TAPEDATA updat ed.

adsmy query stgpool tapedata fornat=detail ed

Sorage Pool Nane: TAPEDATA
Sorage Pool Type: Prinary
Devi ce d ass Nane: COLT
Estimated Capacity (MB): 40, 960.0
Pct Wil: 1.6
Recl aim S orage Pool: D SKFI LE

The disk storage pool with a device class of FILE, named DISKFILE, is then
updated to point back to the pool being reclaimed.

adsnmy updat e stgpool diskfile nextstgpool =t apedat a
ANR2202] S orage pool D SKF LE updat ed.

adsmy query stgpool diskfile

S orage Devi ce Esti nat ed Pet Pct Hgh Low Next

Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage
(MB) Pct Pct  Pool

D SKH LE A LE 0.0 0.0 0.0 100 70 TAPEDATA
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5.7.4.4 Copy Storage Pool

This pool has a reuse delay of five days before reclaimed offsite tape volumes are
moved back to the scratch pool. This is to allow for a long company shutdown,
such as Easter holidays, where the offsite data must remain intact in case a
disaster occurs onsite and it is required. You must set this value equal to the
longest period of time before normal operations resume for you. Normal
operations (database and primary pools) are backed up and volumes are taken
offsite.

The following command defines a copy storage pool named OFFDIRS with
device class COFFSITE. Reclamation is switched off and the reuse delay is set
for five days.

~
adsn» define stgpool offdirs coffsite pool type=copy recl ai n¥100 \
cont > naxscr at ch=10000 r eusedel ay=5
ANR2200I St orage pool CFFDI RS defined (device class QOFFS TE).
adsnm» query stgpool pool t ype=copy
S orage Devi ce Estimat ed Pet Pct Hgh Low Next
Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage

(MB) Pct Pct  Pool
GFO RS GRS TE 0.0 0.0

/

5.7.5 Defining Storage Pool Volumes - Logical

ADSM is dynamic; you can add or remove volumes without interrupting server
operations. For example, if you install a new type of device as a disk pool, the
ADSM administrator can move the storage pool data from the old pool to the new
pool without shutting down the server. Or, if you have to add space to a storage
pool, you can easily define new volumes and thereby expand the size of the
storage pool without disrupting service.

Library volumes are volumes checked in to an automated library, including
scratch volumes and private volumes.

5.7.5.1 Manual Library

There are two methods of labelling a volume in a manual library. Described here
is the more efficient one-step process, using the | abel |ibvol ume command. The
second method uses the DSMLABEL utility to create a volume and the defi ne
vol une command from within ADSM to define the volume to a storage pool.

Mount the volume you want to label in the library. The following command labels
a tape in the library named M8MM with a label V00001 and overwrites any
existing label on the tape.

adsn® | abel |ibvol une n8nm v00001 overwite=yes
ANSB003I Process nunber 3 started.

adsne query process

Process Process Description Satus
Nunier

3 LABEL LI BVO.UME ANRBB04! Label Iing vol une V00001 in library
MBVM
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5.7.5.2 Disk Storage Pool

Disk volumes can be defined to an ADSM storage pool using either a one-step
or two-step process. Described here is the more efficient one-step process. The
two-step process requires preparing the disk volume using the DSMFMT utility
and then defining the volume to the storage pool using the defi ne vol une
command.

The following command defines a volume that is located in E \i bm adsm st gpool s
and that is named di skdat al. dsmto the storage pool DISKDATA. It also prepares
the volume and formats it as a background process of size 50 MB.

adsn» defi ne vol une di skdata e:\ibmadsm st gpool s\ di skdat al. dsm f or nat si ze=50
ANR24911 Vol une Greation Process starting for
e:\i bmadsm st gpool s\ di skdat al.dsm Process Id 9.

This results in our storage pool, DISKDATA, looking like this:

adsm» query stgpool di skdata

S orage Devi ce Esti nat ed Pet Pct Hgh Low Next

Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage
(MB) Pct Pct  Pool

D SKDATA DX 50.0 0.0 0.0 70 30

adsn» query vol une st gpool =di skdat a

Vol une Nane S orage Devi ce Esti mat ed Pct  \ol une
Pool Nane Qass Nane  Gapacity Wil Satus
(M)
E\IBWADSM STGPGO.S D - D SKDATA DX 50.0 0.0 n-Line
SKDATAL. DM

Defining additional volumes to the storage pool is how you increase the size of
the storage pool dynamically with no interruption to the ADSM service.

Note:

If we had defined a "Next St orage Pool " to migrate to, this storage pool would
have to be defined first.

5.7.5.3 Copy Storage Pool

If you are not using a disk for your copy storage pool, then you need to define
volumes for your copy storage pool. This is done by using the methods described
for defining volumes in a manual library or an automatic library (5.7, “Setting Up
Storage Pools” on page 75).
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5.8 Recommended Setup

Chapter 2, “ADSM Implementation Planning” on page 9 , may have referred you
to this section of the data storage chapter. To complete this section successfully,
the component parts of your ADSM setup must be followed, in order, from 5.8.1,
“Defining an Automated Library” on page 85 through 5.8.5, “Defining Storage
Pool Volumes” on page 90.

5.8.1 Defining an Automated Library

Automated libraries require a device number to be associated with them. This is
the ID of the robot that moves the tapes within the library.

The library must be specified, using its device number that the operating system
recognizes it by. The library therefore must be configured under the operating
system.

Windows NT Users:

Run the ADSM Server Utilities. Under Device Information, check the ADSM
Device Name, for example 1b0.0.0.0.

AlX Users:

Run the following AIX command to find the device number, for example,
/dev/IbO:

kindu:[/]1$ Isdev -C -c library -H

The following command defines our recommended solution, an automated
library, of library type SCSI, named LDLT, that was seen by our AIX system at
/dev/IbO.

adsmy define library Idit |ibtype=SC3 devi ce=/dev/| b0
ANRB400I Library LOLT defi ned.

adsmy query library Idt

Library Nane Library Devi ce Private Scratch External
Type Category Category Manager
LOLT Ses] / dev/ | b0

5.8.2 Defining a Drive in an Automated Library
Libraries with multiple physical drives must have each drive defined to ADSM and
also the element address specified. The element address gives a unique name to
each part of the library that concerns ADSM. There are element addresses for
each physical drive, the robot, and each cartridge slot within the library.

5.8.2.1 Element Information
To find element information look at the IBM Web site:
http: //waw st orage. i bm cond sof t war e/ adsni adser cl i . ht nitser vreq
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Click on the supported device list for your operating system and click on the
library you are attaching. The device support worksheet, shown in Figure 10 on
page 86, is a useful document to complete and file as part of your installation.

Device Support Worksheet

This device support worksheet can be used to record SCSI IDs and device names for the devices that you are attaching to your ADSM server system.
Where needed, the worksheet also shows the element numbers (addresses) for drives, slots, and robotics in libraries.

ADIC VLS DLT
[Device [scs1D [Device Name
‘Tape drive 1 (element 2) ‘ ‘ fdevimt
‘Autochanger (element 0) ‘ ‘ fdevilb___
Element
adaresses |2 4|5 %]7[8]® 2
Cartridge Slots Ta_pe
Drive 1
Element
Addresses
Autochanger

Figure 10. Device Support Worksheet from ADSM Web Site

5.8.2.2 Drive

The following command defines a drive named DRVL in library named LDLT. The
drive is at / dev/ nt 1 and has an element address of 2. For libraries with a single
drive, the element address is an optional parameter. It is shown in the example
for completeness only.

~
adsn» define drive Idit drvl device=/dev/nil el enent=2
ANRB404! Drive DRVL defined in library LOLT.
adsmy query drive I dlt drvl fornat=detail ed
Library Nane: LDOLT
Drive Nane: CRVL
Devi ce Type: OLT
Device: /devim1
N LINE Yes
Herent: 2
Last Uddate by (administrator): ADMN
Last Wdate Date/ Tine: 02/04/99  16: 31: 03
Q eaning Frequency (@B): NONE
/

5.8.3 Defining a Device Class to an Automated Library

For our recommended solution we have set up two device classes here. One is
called CDLT for the DLT library we are using in our example, and an optional one
is called COFFSITE for the offsite storage pools.

Note:

The library LDLT must have two drives for these two device classes to work.
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The following command defines a device class named CDLT for library LDLT
using an ADSM predefined device type of DLT. A tape sitting idly in one of the
drives in the library remains there for 15 minutes before being automatically
dismounted.

~
adsnme define devcl ass cdlt devtype=dit format=drive library=ldt nountret=15
ANR2203I Devi ce class COLT defi ned.
adsn» query devcl ass
Devi ce Devi ce S orage Devi ce For mat Est / Max Mount
d ass Access Pool Type Capaci ty Limt
Nane Srategy Gount (MR
aLT Sequent i al 0 OT CR VE 0.0 OR VES
O K Random 3
/

Carefully consider the value you use for mount retention. If your setup requires
frequent mounts of different volumes, using an automatic library, then set a low
value. A value of 0 may even be beneficial for drives in constant use. Collocation
increases the number of tape mounts required during backup. At the other end of
the scale, with a manual drive and only one volume in daily use, console
messages requesting a volume to be mounted are unwanted; therefore a high
value should be used. The value range is 0-9999 minutes. Other factors that may
influence your choice are: the time it takes to mount a volume on the library you
are using, and regular access to the same volume. Keeping the volume in the
drive may improve response time here.

We now set up the optional separate device class for offsite storage pools. The
device class you should define has to represent the type of device you are using
for your copy pool. If you are using the same library as one already defined, then
you can use the same device class that has been defined for it — we could have
used CDLT in our example. If you are using a separate library or an MVS server
platform, you need to define a separate device class.

Most tape library management systems on MVS use the data set name to identify
tapes to be taken offsite. ADSM uses the format <prefix>.BFS for both onsite and
offsite data set names in one device class. To choose another data set name for
offsite copies, create another device class for the offsite copies and choose a
different prefix. Set the tape library management system to trigger on this offsite
name and offsite copies will be identified automatically.

The following command defines a device class named COFFSITE for library
LDLT using an ADSM predefined device type of DLT.

~
adsn» define devcl ass coffsite devtype=dit format=drive library=ldt
ANR2203|  Devi ce cl ass QOHFS TE def i ned.
adsn» query devcl ass
Devi ce Devi ce S orage Devi ce For mat Est / Max Mount
d ass Access Pool Type Capaci ty Limt
Nane Srategy Qount (MB)
LT Sequent i al 0 DT DR \VE 0.0 DR VES
QFFS TE Sequent i al 0 OoT CR VE 0.0 CR VES
O X Random 3
/
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5.8.4 Defining Storage Pools

There are four primary storage pools and two copy pools to set up in our
recommended solution. Client data backups go to storage pool DISKDATA and
are then migrated to storage pool TAPEDATA before going offsite to copy pool
OFFDATA. Client directory structures, which are much smaller in size, go to
storage pool DISKDIRS and are then backed up to the offsite copy pool
OFFDIRS. See Figure 11 on page 88 for our recommended storage pool setup.

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. st gcr eat e that we provide to create the storage
pools in our redbook environment, is shown in Appendix B.1.6, “Create Storage
Pools” on page 248.

ON SITE OFF SITE

CLIENT_T

CLIENT_Z2
e
r (I

S ¥

Client
Directaries Client Data

Copy Pools

EMPTY

Storage Pools
m TAPEDA TA[LIBRARTY)

— PRIVATE |SCRATCH
[=5]
e
MeRATION| ™ =] [<=5)

(USED) (FREE)

QFFDATA

bl

EMP T

1| Return Reusable Tapes
—Hackup Storage
Foolsto

Copy Pools | ﬁ

QFFDIRE

Send copy to vault

Figure 11. Storage Pool Hierarchy for Our Recommended Setup
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5.8.4.1 Primary Storage Pools

For our recommended solution we set up four primary storage pools: TAPEDATA,
DISKDATA, DISKDIRS, and NONE. Storage pool TAPEDATA must be set up
before storage pool DISKDATA. This is because DISKDATA refers to TAPEDATA
as its next storage pool.

Getting Started with ADSM: A Practical Implementation Guide




The following commands set up these storage pools:

1. A primary storage pool named TAPEDATA, with device class CDLT. It has
collocation and reclamation turned off, and has a delay of one day before
empty tapes are reused. To define a storage pool for an automated library, use
the same procedure as defining a pool for a manual library.

2. A primary storage pool named DISKDAT, with a device class of DISK. It has an
upper threshold of 70% that must be reached for migration to start, and a
lower threshold of 30% that is reached or surpassed before migration stops.
The pool to which data migrated goes is called TAPEDATA. The disk pool is
not using disk caching.

3. A primary storage pool named DISKDIRS, with a device class of DISK. It has
has migration turned off.

4. A dummy storage pool named NONE, which is just an empty definition. No
data will be stored in this storage pool. There are no storage pool volumes
assigned to it. See 6.2.3, “Defining Management Classes” on page 115 for
further information.

adsn» define stgpool tapedata cdlt hi ghm g=100 naxscrat ch=10000 col | ocat e=no \
cont > recl ai n¥100 reusedel ay=1
ANR2200I St orage pool TAPEDATA defi ned (device class COLT).

adsnr define stgpool di skdata di sk next st gpool =t apedat a hi ghmi g=70 | owm g=30 \
cont > cache=no
ANR22001 St orage pool Dl SKDATA defi ned (device class D SK)

adsn® define stgpool diskdirs di sk hi ghm g=100
ANR2200I Storage pool D SKO RS defined (device class D K

adsn» define stgpool none di sk
ANR22001 Storage pool NONE defined (device class O K).

adsn» query st gpool

S orage Devi ce Esti nat ed Pect Pct Hgh Low Next

Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage
(M3 Pct  Pct  Pool

D SKDATA b X 0.0 0.0 0.0 70 30 TAPEDATA

O SO RS b X 0.0 0.0 0.0 100 70

NONE DS 0.0 0.0 0.0 90 70

TAPEDATA aT 0.0 0.0 0.0 100 70

5.8.4.2 Copy Storage Pools

For our recommended solution we have set up two copy storage pools: OFFDIRS
and OFFDATA. These pools have a reuse delay of five days before reclaimed
offsite tape volumes are moved back to the scratch pool. This is to allow for a
long company shutdown, such as Easter holidays, where the offsite data must
remain intact in case a disaster occurs onsite and it is required for the recovery.
You must set this value equal to the longest period of time before normal
operations resume for you. Normal operations (database and primary pools) are
backed up and volumes are taken offsite.
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The following commands set up these storage pools:

1. A copy storage pool named OFFDIRS, with device class COFFSITE.
Reclamation is switched off and the reuse delay is set for five days

2. A copy storage pool named OFFDATA, with device class COFFSITE.
Reclamation is switched off and the reuse delay is set for five days. The
MAXSCRATCH value is set high, purposefully, to avoid a "storage pool full"
message occurring.

adsnme define stgpool offdirs coffsite pool type=copy recl ai n¥100 \
cont > naxscr at ch=10000 r eusedel ay=5
ANR2200I St orage pool CFFD RS defined (device class COFFS TE).

adsn» define stgpool offdata coffsite pool t ype=copy recl ai n¥100 \
cont > naxscr at ch=10000 r eusedel ay=5
ANR22001 St orage pool CFFDATA defined (device class QOFFS TE).

adsn» query stgpool pool t ype=copy

S orage Devi ce Estinat ed Pet Pct Hgh Low Next

Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage
(M3 Pct  Pct  Pool

CFFDATA GFFS TE 0.0 0.0

GO RS QFFS TE 0.0 0.0

5.8.5 Defining Storage Pool Volumes

The following shows how to set up both tape storage pool volumes for an
automated library and disk storage pool volumes.

5.8.5.1 Tape
Setting up storage pool volumes for an automated library is done in three stages:

1. Label volumes and check them into scratch pool
2. Check for outstanding mount requests

3. Reply to mount requests and issue labels

There are two methods of labelling volumes and checking them into the scratch
pool remotely: using the Web administrative client, and using the administrative
command line interface.

Both methods require checking for outstanding requests and issuing a reply to
the request number with the label. If you have a library with a bar code reader,
this simplifies the process greatly. Next you need to change the LABELSOURCE
parameter in the | abel 1ibvol une command from PROMPT to BARCODE.

Both methods require several stages to complete the process. You may find it
easier to do this from the server itself, using the DSMLABEL utility and the
checki n |i bvol ume command. In this case, you would also be on hand to
physically add and remove volumes from the library.

Label Volumes and Check Them In

The following command searches for tapes in the library named LDLT that are not
defined to ADSM, and prompts you for a label. It does not overwrite any tapes
that have a label already, and it does not relabel any tapes already checked in.
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adsne | abel |ibvolune | dlit search=yes | abel source=pronpt checki n=scratch \
cont> overwite=no
Session established with server AXL: A X RS 6000

Server Version 3, Release 1, Level 2.1

Server date/tine: 02/04/99 16:46:07 Last access: 02/04/99 16:26:22

ANSB003I Process nunber 7 started.

Check for Outstanding Mount Requests
To see if there are any pending mount requests, use the query request command.

adsnr query request

ANRB352 Request s out st andi ng:

ANRBB09I 006: P ease provide the |abel nane for the volune in slot el ement 8 of
library LOLT by issuing REPLY n LABH =xxx wthin 51 minutes, where nis the
request 1D and xxx is the desired | abel nane.

Or, you can check the activity log to find out the number to reply to this request.

-
adsn» query actl og begi nti ne=-00: 01

Dat e/ Ti ne Message

02/04/99 18:08:26 ANR017I Administrator ADMN i ssued conmand: QUERY ACTLGG
- BEQ NI ne=-00: 10

02/04/99 18:08:27 ANRB809I 006: H ease provide the |abel nane for the vol une
inslot elenent 8 of library LOLT by issuing REPLY n

LABH =xxx W thin 51 nminutes, where nis the request I1D
and xxx is the desired | abel nane.

Here we see the ANR8809I message, which is followed by the request number
(006).

Note:

You also need to complete this step when using the Web administrative client.

Reply to Mount Requests and Issue Labels
To label a tape we need to reply to this message. The following command replies
to request number 6 and issues a label name of V00001 to the tape volume.

adsnm» REPLY 6 LABH =v00001
ANRB4991 Command accept ed.

ADSM continues searching through the library for non-defined tapes and
continues issuing requests for labels. For this example, we had two volumes, and
cycling through the procedure above, we labelled and checked both volumes into
the scratch pool.
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adsn query |ibvol une

Li brary Nane Vol une Nare Satus Last se Hone H enent
LOLT 00001 Scrat ch 8
LOLT 00002 Scratch 9

Note:

If you label volumes incorrectly and wish to re label them, you will need to
check the volume out of the library.

5.8.5.2 Disk

The size of the volumes you create depends on the values you decided are
necessary in your initial planning. The values used below are small and are
intended to be used only as an example.

When deciding how many volumes to use, consider this. It may be better to use a
large volume to cover most of the expected storage pool size and then some
smaller volumes to allow yourself flexibility in reassigning volumes to different
storage pools as the need arises.

An example of this strategy could be to increase the size of the archive pool for
monthly archives. In this case, you could migrate the backup random access
storage pool to its next sequential storage pool. Redefine some of the backup
storage pool volumes as archive pool volumes, complete the monthly archive,
and back up the pool to offsite. You can then reassign volumes to their original
state. This is just one example of how you can more efficiently use the resources
at your disposal, since having a number of volumes in your storage pool allows
you to redefine the volume or volumes to cover the extra capacity you need.

The process of adding a new storage pool volume consists of two steps:

1. Format the volume using the DSMFMT utility

2. Define the volume to ADSM using the defi ne vol une command

In a non-MVS environment, those two steps can be combined into a single
process: you format the volume and immediately define it in ADSM by using the
defi ne vol une command using the FORMATSIZE option. We recommend that you
use the one-step method.

The following commands:

1. Format a data volume named fileO1 under the / adsni st gpool directory. The
size is specified in MB and in this case is 200MB. It then assigns the volume to
the disk storage pool DISKDATA.

2. Format a data volume named dirsO1 under the / adsni st gpool directory of size
64MB. It then assigns the volume to the disk storage pool DISKDIRS.
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adsnme define vol une di skdata /adsni st gpool / fil €01 format si ze=200
ANR24911 Vol une Greation Process starting for /adsmistgpool /file0l, Process Id 39.

adsnme define vol une di skdirs /adsni st gpool / di rsO1 fornat si ze=64
ANR24911 Vol une Greation Process starting for /adsmistgpool /dirs0l, Process Id 40.

adsnmy q vol
\ol une Nane Sorage Devi ce Esti nat ed Pct Vol une
Pool Nane Qass Name  Qapacity Uil Satus
(M)
[ adsmi st gpool / di rs01 0O SKO RS 0O K 64.0 0.0 On-Line
/ adsnd st gpool / fi | e01 DO SKDATA 0O K 200.0 0.0 n-Line

There is a guide for sizing the DISKDATA storage pool in the planning chapter,
but the DISKDIRS storage pool must be treated differently. To size this pool
depends largely on the types of directories you backup. NetWare directories,
because of the many trustee directory assignments, take more space than
Windows NT directories, which have fewer options for access permissions on
their directory structure. At the other end of the scale, AIX directories without
access control lists (ACLs) may all be saved as part of the ADSM database, and
will not increase the space utilization percentage of the DISKDIRS storage pool.

We recommend that you initially choose a capacity of 64MB or 128MB. The
OFFDIRS storage pool is also small and is likely to use part of one volume.
However, the advantages of fast restores—in case of disaster—outweigh this
small inefficiency.

5.8.6 Deleting Default Storage Pools

You can now delete the default storage pools to tidy up your installation, by using
the del ete st gpool command:

adsnr del ete stgpool backuppool
ANR22011 St orage pool BACKUPPOOL del et ed.

adsn» del ete stgpool archi vepool
ANR2201I S orage pool ARCH VEPQOOL del et ed.

adsn» del ete stgpool spacengpool
ANR2201I St orage pool SPACEMEPOOL del et ed.

adsnm del ete stgpool di skpool
ANR2201I S orage pool D SKPAL del et ed.

J

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. st gdel et e, which we provide to delete the
default storage pools, is shown in Appendix B.1.7, “Delete Default Storage Pools”
on page 249. This macro deletes the default storage pools automatically set up
by the Windows NT installation; these include a storage pool named DISKPOOL.
(An ADSM install on a UNIX platform does not create this pool, so this line needs
to be removed before running the macro.)
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5.9 Additional Commands

In the following we provide some examples of commands that have a direct
relationship with data storage.

5.9.1 Audit Library

The audit Iibrary command verifies that an automated library is in a consistent
state with respect to the server’s internal library volume inventory. This command
does not start until all volumes in the library are dismounted. You can force this
using the di snount vol ume command. It then reads the labels from all the volumes
in the library. This can be the label written on the media itself (default), or you can
indicate a barcode label by specifying CHECKLABEL=BARCODE.

The following command audits the library named LDLT:

adsn» audit library Idit
ANSB003I Process nunber 40 started.

adsne query process

Process Process Description Satus
Nunier
40 ALD T LI BRARY ANRB4591 Auditing vol une inventory for library
LOLT.

adsn» query actl og begi nti ne=-00: 05

Cat e/ Ti ne Message

02/11/99 04:21:12 ANR017I Administrator ACMN i ssued conmand: AUD T LI BRARY
ldlt

02/11/99 04:21:12 ANRD984l Process 40 for ALDT LIBRARY started in the
BACKGROUND at 04: 21: 12.

02/11/99 04:21:12 ANRB457] ALD T LIBRARY: (peration for library LOLT started
as process 40.

02/11/99 04:24:43 ANRB4611 AD T LIBRARY process for library LOLT conpl et ed
successful ly.

02/11/99 04:24:43 ANRD9851 Process 40 for ALDIT LIBRARY running in the
BACKGROUND conpl eted with conpl etion state SUJCESS at
04: 24: 43.

5.9.2 Audit Volume
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The audit vol une command checks for inconsistencies between the database
references and the volume.

The following command audits a volume named V00003 and logs discrepancies
to the activity log.

~
adsir audi t vol une v00003 fix=no
ANR2310WThi s conmand wi || conpare all inventory references to vol une VOO003
wth the actual data stored on the volune and wll report any di screpanci es;
the data will be inaccessible to users until the operation conpl etes.
Do you wish to proceed? (Yes/No) yes
ANR2313l Audit Vol une (Inspect Qnly) process started for vol une VOO003 (process
ID41).
ANSB003I Process nunber 41 started.
/
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Using parameter FIX=NO reports any discrepancies to the activity log only. No
changes are made. The course of action you take, if problems are found, may
differ, so this monitoring and reporting process should be used first.

adsne query process

Process Process Description Satus

Nunier
41 Audit Vol une Vol une V00003 (storage pool TAPEDATA), Files
(I'nspect Qnly) Processed: 5001, Damaged F les Found: O, Partial
Files Skipped: 0. Qurrent Physical File (bytes):
1,981, 318

Qurrent input vol une: VOOOO3.

adsn» query actl og begi nti ne=-00: 08

Dat e/ Ti ne Message

02/11/99 04:30:51 ANR2017 Administrator ADMN issued command: AUD T VCLUME
v00003 F x=NO

02/11/99 04:30:51 ANRI1991 Renovabl e vol une MO0003 is required for audit
process.

02/11/99 04:30:51 ANRB3241 LOLT vol une V00003 is expected to be mount ed

(RW.

02/11/99 04:30:51 ANRD984l Process 41 for ALDT VALUME (I NSPECT A\LY)
started in the BAGKGROUND at 04: 30: 51.

02/11/99 04:30:51 ANR313l Audit Vol une (Inspect Only) process started for
vol une V00003 (process |D 41).

02/11/99 04:32:11 ANRB337I OLT vol une V00003 nounted in drive DRVL
(/devim1).

02/11/99 04:37:11 ANR315l Audit vol une process ended for vol une VO0003;
9738 files inspected, 0 danaged files found and narked as
danaged.

02/11/99 04:37:11 ANRD987I Process 41 for ALD T VALUME (I NSPECT A\LY)
running i n the BAGKGROUND processed 9738 itens with a
conpl etion state of SUXESS at 04: 37: 11.

5.9.3 Back Up Storage Pool

The backup stgpool command backs up a primary storage pool to a copy pool.

This command, to back up from one sequential storage pool to another, requires
two physical drives. The two drives can be part of the same library. To back up a
random access storage pool to a sequential storage pool requires only one drive.

The following command backs up a storage pool named TAPEDATA to a copy
pool named OFFDATA.

-
adsn» backup stgpool tapedata of fdata
ANSB003I Process nunier 45 started.

adsne query process

Process Process Description Satus
Nunier
45 Backup Sorage Pool Prinary Pool TAPEDATA, Copy Pool CFFDATA Fles
Backed Up: 1, Bytes Backed Up: 25,049, 183,
Lhreadabl e Fles: 0, Ureadabl e Bytes: O.
Qurrent Physical Fle (bytes): 26,114, 266

Qurrent input vol une: \VO0003.

Qurrent output vol une: VPI999.
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Check the activity log to see the successful completion, as shown in this
example.

adsnm» query act!| og

Dat e/ Ti ne Message

02/11/99 05:55:02 ANRI212] Backup process 45 ended for storage pool
TAPEDATA

02/11/99 05:55:02 ANRD986I Process 45 for BACKLP STARAGE PAOL running in the
BACKGROUND processed 9738 itens for a total of
649, 109, 355 bytes with a conpl etion state of SUJAESS at
05: 55: 02.

02/11/99 05:55:20 ANRL2141 Backup of prinary storage pool TAPEDATA to copy
storage pool CHDATA has ended. Hles Backed Lp: 9738,
Byt es Backed Up: 649109355, Ureadable Fles: O,
Lhreadabl e Bytes: 0.

5.9.4 Checkin Libvolume

The checki n 1i bvol une command checks in a library volume physically placed in
the library, so that it can be seen by ADSM.

The following command searches the library named LDLT for new volumes. Once
the volume is found, it is labelled V00001 and checked into the library as a
scratch volume.

adsn» checkin |ibvolune 1dlt vO0001 search=yes status=scratch
ANSB003I Process nunber 39 started.

adsn» query |ibvol une

Li brary Nane Vol une Nare Satus Last se Hone H enent
LOLT 00001 Scrat ch 8
LOLT \00003 Private Cat a 5

5.9.5 Checkout Library Volumes
There are three parts to this operation:

¢ Check out the library volume.
¢ Check for outstanding mount requests.
* Reply to mount request.

Checkout Library Volumes

This command checks out library volume named V00002 from a library named
LDLT.

adsmy checkout |ibvol une |dlt v00002
ANSB003I Process nunber 12 started.

adsny query |ibvol une

Li brary Nane \ol une Narre Satus Last Wse Hone H enent
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Check for Mount Requests
To check for outstanding mount requests, issue a query request command or
check the activity log.

adsm query request

ANRB352 Request s out st andi ng:

ANRB307I 013: Renove DLT vol une V00002 fromslot wth el enent nunber 9 of
library LOLT; issue 'REPLY along with the request |D when ready.

Reply to Mount Request
Issue the reply command.

The repl y command replies to request number 013 to confirm that volume
V00002 has been removed from the library. To relabel the tape only, there is no
need to physically remove the volume from the library.

adsnme reply 013
ANRB4991  Command accept ed.

adsn» query |ibvol une

Li brary Nane \ol une Narre Satus Last Wse Hone H enent

Relabelling an Incorrectly Labelled Tape

If you wish to relabel an incorrectly labelled tape, ensure that parameter
OVERWRITE=YES is set when executing the | abel |ibvol une command. The
following command searches for and relabels any library volumes not yet
checked in to ADSM, and overwrites an existing label.

adsne | abel |ibvolune | dit search=yes | abel source=pronpt checki n=scratch \
cont> overwite=yes
ANSB003I Process nunber 20 started.

If you want to relabel just one volume, you may specify it explicitly rather than use
the SEARCH=YES and the LABELSOURCE=PROMPT parameter, but you still
need to check it out first.

5.9.6 Delete a Library

To explain the delete command, we have an example for deleting a library. This
shows how the different levels are interlinked and must be considered for
successful deletion.

To delete a library you have to remove any references to it. There are many
levels above a library that you may want deleted or updated to point to something
else. You need to delete the following objects in the correct order:

1. Storage pool
2. Device class
3. Drive

4. Library
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The following example explains how to delete library M8BMM we set up in 5.7.1,
“Defining a Library — Physical” on page 77. We show how to delete the whole
structure, including the storage pool initially set up for this library.

5.9.6.1 Delete Storage Pool
Before you delete the storage pool TAPEDATA, you need to remove any
references to it. Check the hierarchical structure using query stgpool commands.

~
adsn» query stgpool di skdata
S orage Devi ce Esti nat ed Pet Pct Hgh Low Next
Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage
(M3 Pct  Pct  Pool
D SKDATA DX 100.0 0.0 0.0 70 30 TAPEDATA
adsn» query stgpool tapedata
S orage Devi ce Esti nat ed Pect Pct Hgh Low Next
Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage
(M3 Pct  Pct  Pool
TAPEDATA GW 0.0 0.0 0.0 100 99
Update storage pool DISKDATA to remove the reference to TAPEDATA as its
next storage pool.
4 )
adsn» updat e stgpool di skdata next st gpool =""
ANR2202] S orage pool DI SKDATA updat ed.
adsnm» query stgpool di skdata
S orage Devi ce Estimated Pct Pct Hgh Low Next
Pool Nane d ass Nane Gapacity Wil Mgr Mg Mg Sorage
(M3 Pct  Pct  Pool
D SKDATA DX 100.0 0.0 0.0 70 30
The following command deletes the storage pool named TAPEDATA.
adsn» del ete stgpool tapedata
ANR22011 S orage pool TAPEDATA del et ed.

Note:

You can only delete a storage pool if there are no storage pool volumes
assigned to it.
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5.9.6.2 Delete Device Class
Next you have to delete the device class of the library.The following commands
query all defined device classes and then delete the device class named C8MM.

~
adsn» query devcl ass

Devi ce Devi ce S orage Devi ce For nat Est/ Max Mount

d ass Access Pool Type Capaci ty Limt

Nane Srategy Qount (MB)

awW Sequent i al 0 8W DR \VE 0.0 DR VES

O X Random 4

adsn® del ete devcl ass c8mm
ANR22041  Devi ce cl ass CBMM del et ed.

5.9.6.3 Delete Drive

Next you have to delete the drive of the library. The following commands query all
defined drives and delete the drive named DRV5 from library named M8MM.

adsn» query drive
Library Nane Drive Namre Devi ce Type Device ON LINE

adsn» del ete drive n8nmdrv5
ANRB412I Drive DR del eted fromlibrary MMM

5.9.6.4 Delete Library
Now library M8MM can be deleted.

adsn» del ete |ibrary n8mm
ANRB410I Li brary n8mm del et ed.

adsn» query library
ANR2034E QUERY LIBRARY: No match found using this criteria.
ANS80011 Return code 11.

5.9.7 Dismount a Volume

The following command dismounts the volume named V00003 that is physically
inside one of the library’s drives.

adsne di snount vol une v00003
ANRB4991 Command accept ed.

adsn» query nount

ANRB331l DLT vol une V00003 is nounted R Win drive CR/1 (/dev/inm1l), status:
DO SMONTI NG

ANRB334| 1 vol unes found.

adsm» query nount
ANR2034E QUERY MONT: No natch found using this criteria
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5.9.8 Migration

Migration is forced by updating the threshold parameters for migration on the
storage pool to a value that causes migration to start. To clear all data from one
pool to the next storage pool, you change the high and low values to 0.

Check storage pool migration values before you change them.

adsnmy query st gpool

S orage Devi ce Esti mat ed Pet Pct Hgh Low Next

Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage
(MB) Pct Pct  Pool

D SKDATA O XK 50.0 43.1 431 70 30 TAPEDATA

TAPEDATA aT 40, 960. 0 1.5 50.0 100 70

The following command forces migration for storage pool DISKDATA. This is
done by setting both storage pool parameters, the high threshold and the low
threshold, to 0. Use the query process command to check on the progress. You
also can search the activity log over the last hour for any string "migra".

adsn» updat e stgpool di skdata hi gh=0 | ow=0
ANR2202] S orage pool D SKDATA updat ed.

adsne query process

Process Process Description Satus
Nunber
51 Mgration O sk Sorage Pool D SKDATA Mved Fles: 62,
Mbved Bytes: 11,603,968, Lhreadable Fles: O,
Unreadabl e Bytes: 0. Qurrent Physical File
(bytes): 2,068,480

Qurrent output vol une: \VOOOO3.
adsn» query actl og sear ch=nigra*

Cat e/ Ti ne Message

02/11/99 23:46:48 ANRD984l Process 51 for MGRATIMN started in the
BACKGROUND at  23: 46: 48.

02/11/99 23:46:48 ANRIOOOI Mgration process 51 started for storage pool
D SKDATA

02/11/99 23:48:58 ANRLO01I Mgration process 51 ended for storage pool
D SKDATA

02/11/99 23:48:58 ANRD986l Process 51 for MGRATION running in the
BACKGROUND processed 145 itens for a total of 22,589, 440
bytes with a conpletion state of SUOCESS at 23: 48: 58.

The data has moved from the storage pool DISKDATA, to storage pool
TAPEDATA. After migration has completed, you have to change the threshold
values back to their original levels.
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5.9.9 Move Data

adsnmy query st gpool

S orage Devi ce Estimated Pct Pct Hgh Low Next

Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage
(MB) Pct  Pct  Pool

D SKDATA 0O K 50.0 0.0 0.0 0 0 TAPHDATA

TAPEDATA LT 40, 960. 0 1.6 50.0 100 70

adsm> updat e stgpool di skdata hi gh=70 | ow=30
ANR2202] S orage pool D SKDATA updat ed.

The nove data command moves the data from one volume to another within the
same storage pool (this requires the storage pool to have two drives), or to
another storage pool.

The following command moves the data from volume V00003 in the TAPEDATA
storage pool to a volume in the SBMMPOOL.

adsmr nove data v00003 st gpool =8rmpool

ANR2233WThi s conmand wi || nove all of the data stored on vol une V00003 to
other volunes in storage pool 8MPAO; the data will be inaccessible to users
until the operation conpl etes.

Do you wish to proceed? (Yes/No) yes
ANSB003I Process nunier 48 started.

Here is an example where you may use this command: A volume showed a write
error, but after checking for any inconsistencies between the volume and the
database, the data on the volume was determined to be good. However, you do
not want to use this volume any more. You may now move all the data from this
volume to another volume in the same storage pool. The volume with an error
can now be checked out of the library and discarded.

5.9.10 Query Content

The query content command queries the contents of a volume and lists all files
contained therein. The output for this command can be very long.

adsnmy query content v00003
Node Nane Type Flespace Qient’s Nane for Fle
Nane

ANDY Bkup \\23831vn- \ ADDI Tl ONAL\ ADSM QLI ENT\  DATAL. CAB
\c$

ANDY Bkup \\23831vn- \ ADD Tl ONAL\ ADSM QLI BN\ | P21494. EXE
\c$

ANDY Bkup \\23831vn- \ ACD Tl ONAL\ ADEM QLI ENIN
\c$ 1 P21494 UNPACK BAT

It can be reduced by specifying the number of files you want displayed by using
the COUNT parameter. The following command lists the contents of volume
V00003, but restricts the output to files that are backed up to a copy storage pool,
and only shows four lines of output. If the parameter was COPIED=NO, the
output would only show files that were not backed up to a copy pool.
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adsnmy query content v00003 copi ed=yes count =4

Node Nane Type Flespace Qient’s Nane for Fle
Nane

ANDY Bkup \\23831vn- \ ADDI Tl ONAL\ ADSM QLI ENT\  DATAL. CAB
\c$

ANDY Bkup \\23831vn- \ ADD Tl ONAL\ ADSM QLI ENI\ | P21494. EXE
\c$

ANDY Bkup \\23831vn- \ ADDI TI ONAL\ ADSM QLI BNIN
\c$ 1 P21494 UNPACK BAT

ANDY Bkup \\23831vn- \ ADDI TI ONAL\ ADSM QLI BN\ LANG DAT
\c$

5.9.11 Query Occupancy

The following command displays information on where a client’s filespaces are
stored and how much space they occupy.

adsnm» query occupancy andy

Node Nane Type Flespace Sorage Nunber of  Physical Logi cal

Nane Pool Nane Fles Space Soace

Ccecupi ed  QGeeupi ed

(M) (M

ANDY Bkup \\23831vn- BACKUPPOOL 639 1.77 1.77
\c$

ANDY Bcup \\23831lvn- GFFDATA 9, 738 619. 04 619. 04
\c$

ANDY Bkup \\23831lvn- TAPEHDATA 9, 883 640. 54 640. 54
\c$

The query occupancy command can also be used to determine whose filespaces
are occupying a certain device class or storage pool.

adsn» query occupancy devcl ass=di sk
Node Nane Type Flespace Sorage Nunber of  Physical Logi cal
Nane Pool Nane Fles Space Joace
Cccupi ed  Gecupi ed
(MB) (M
A XQLI ENTL Bkup /hone BACKUPPOCL 13 0.17 0.17
A XAl ENTL Arch /hone BACKUPPOCL 13 0.17 0.17
ANDY Bkup \\23831vn- BACKUPPOCL 639 1.77 1.77

\c$

SCAND LM Arch (DR\ME BACKUPPOCL 163 543. 69 543. 69

5.9.12 Rename a Storage Pool

The renane stgpool command renames a storage pool. The following command
renames SPACEMGPOOL to FUTUREHSM.

adsn® renane stgpool spacengpool futurehsm
ANR22131 RENAME STAPADL: St orage pool SPACEMEPACL renaned to FUTUREHSM

102  Getting Started with ADSM: A Practical Implementation Guide




5.9.13 SQL Commands

ADSM uses a database that accepts structured query language (SQL)
commands. ADSM provides three system catalog tables:

« SYSCAT.TABLES: Contains information about all tables that can be queried.
¢« SYSCAT.COLUMNS: Describes the columns in each table.

« SYSCAT.ENUMTYPES: Defines the valid values for each enumerated data
type.

There are many commands that can be generated in this way to display a
customized query from the ADSM database. There are a small number of useful
commands listed here to start with.

Example 1
The following command lists all volumes from table volumes where they are in an

error condition. In our example, this command fails, since we do not have any
volumes in an error condition.

adsn» sel ect * fromvol unes where error_state=" YES
ANR2034E SHECT: No match found using this criteria.
ANS8001I Return code 11.

Example 2
The following command counts the number of volumes within each storage pool.
This can be useful where large libraries with many volumes are concerned.

adsn® sel ect count (*), stgpool _nanme fromvol unes group by stgpool _nane

Uhnarred 1] STGPOOL._NAME

Example 3

The following command lists how many files have been backed up from each
node. If you replace BACKUPS with ARCHIVES you see the number of files
archived from each node.

adsnr sel ect node_nane, count (*) frombackups group by node_nane
ANR2963WThi s SQL query nay produce a very large result table, or nay require a
significant anount of tine to conpute.

Do you wish to proceed? (Yes/No) yes

NCDE_NAME Uhnared| 2]
A XLl ENTL 57
ANDY 10522
NOGALES EXCH 2
PAQPAGD BEXCH 13
SCANDI UM EXCH 1
WKS. 23FFBV 51
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Example 4
The following command shows the volumes in which all filespaces from client
AIXCLIENT1 are residing on VO0002.

adsn» sel ect distinct node_nane, vol une_nane from vol uneusage where \
cont > node_nane=" Al XCLI ENT1" and st gpool _nane=" TAPEDATA

A XA ENTL V00002

For further information on SQL commands, use the hel p sel ect command.

There are also some useful sample scripts available. See 3.4.1, “Load Sample
Scripts” on page 42 for an explanation of how to load the sample scripts into the
ADSM database.
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Chapter 6. Data Storage Policy

A data storage environment consists of three types of resources: machines,
rules, and data. The machines are computers containing data that must be
backed up and the rules specify how the backup copies are to be treated.
Basically, a data storage policy defines the relationships between these three
resources. Figure 12 on page 105 illustrates this policy relationship. See 2.2,
“Data Retention Requirements” on page 15 for further planning considerations.

Depending on how you need to manage your backup data, your data storage
policy can be very simple or very complex. The simplest policy would have one
set of rules that apply to all of the data in your organization while the most
complex policy would be to have a unique set of rules for each individual file.
Most installations fall somewhere between these two extremes.

ADSM has entities that group and organize the resources and define
relationships between them. A machine, or node in ADSM terminology, is
grouped together with other nodes into a policy domain. The domain links the
nodes to a policy set which consists of management classes. A management
class contains rules called copy groups that it links to the data. When the data is
linked to particular rules, it is said to be bound to the management class that
contains the rules.

Policy _«*" ..
Set ,* Copy Group Management

, Class
e Rules - Data
Nodes ’

Policy [ Manageﬁ'lent
. Domain ! Class
Machines «—»: 4——». Data
.', Copy Group Managen‘i'ent
. Class
. Rules : Data

Figure 12. Policy Relationships and Resources

Another way to look at the components that make up a policy is to consider them
in the hierarchical fashion in which they are defined. That is, consider the policy
domain containing the policy set, the policy set containing the management
classes, and the management classes containing the copy groups. Our view of
the policy components is illustrated in Figure 13 on page 106.
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Figure 13. Data Storage Policy Components

6.1 Setting Up Data Storage Policies

This chapter takes you through the steps necessary to define a policy. The
minimum steps required are:

« Define a policy domain

Define a policy set

Define a management class

Define a backup copy group

Define an archive copy group

ADSM has a default policy, called STANDARD, that is configured when the
product is installed. The STANDARD policy is good for product evaluation and
testing, but the recommended configuration we have developed for this redbook
is a better starting point. It is fully integrated with the rest of the ADSM server
components to get your system up and running as quickly as possible.
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6.1.1 Defining a Policy Domain

A policy domain is a way to group ADSM clients depending on how you want to
treat their data. It allows you to logically group the machines in your organization
according to:

« Default policy: The default set of rules to apply to the clients. The rules define
the storage management policy, including how many copies of data to keep
and how long to keep them.

< Administrative control: Access to the clients and their policy can be restricted
to certain administrators.

Let us consider a typical organization consisting of UNIX and Windows NT
machines. The UNIX machines are large file servers and need many copies of
their data maintained for a long period of time. The UNIX support group is the
only group authorized to access the UNIX machines. The UNIX policy domain
would hold all of the UNIX machines, and would only be accessible to the UNIX
ADSM administrators. The default policy in this domain would apply only to the
UNIX machines.

The Windows NT machines are workstations and need a few copies of their data
maintained for a short period of time. The Windows NT support group is the only
group qualified to access the Windows NT machines. The Windows NT policy
domain would hold all of the Windows NT machines, and access to it would be
restricted to the Windows NT support group. The default policy in this domain
would only apply to the Windows NT machines.

This is a good example of how default policy and administrative control can be
used to break up your organization into policy domains.

The defi ne domai n command creates new policy domains. The following
command shows how to create a policy domain called production which is used
to group the production servers for the ABC corporation.

adsn» define donai n production backret =100 ar chret =365 \
descri pti on="Production servers for ABC Qorporation”
ANRL5001 Poli cy domai n PRCDUCTI ON def i ned.

The ADSM clients that belong to this domain share the same default policy, and
access to them can be restricted to administrators authorized to manage the
production servers. The nodes must be assigned to this policy domain when they
are registered with the ADSM server as described in Chapter 7.2.3.1,
“Registering a Client Node” on page 128.

The define donai n command also defines two parameters that are used in special
cases to determine how data is handled:

« BACKRET: How long backup data is retained if it is not governed by the
existing backup policies

« ARCHRET: How long archive data is retained if it is not governed by the
existing archive policies

These two retention grace period parameters are used as a safety net for data
that is ‘orphaned’ from a valid set of policies for some reason. This can happen if
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a set of policies were accidentally deleted while still containing data. The
BACKRET and ARCHRET parameters are used to manage this data.

6.1.2 Defining a Policy Set

The policy set is a grouping of management classes. There can be multiple policy
sets within a policy domain, but only one policy set can be active at a time. This
restriction has resulted in most installations using only one policy set per policy
domain.

The ACTIVE policy set is a special entity in the policy domain. It exists in every
domain and cannot be changed directly. To change the ACTIVE policy set, you
must define your rules in a policy set which is subsequently validated and
activated. The activation process takes a snapshot of the policy set and places it
in the ACTIVE policy set. It is important to note that the ACTIVE policy set is a
point-in-time snapshot of the originating policy set. Therefore, further changes to
the originating policy set have no effect on the ACTIVE policy set until the
changed policy set is validated and activated.

The define poli cyset command creates a new policy set within a policy domain.
Although the policy set can be named anything except the reserved name
ACTIVE, it is common practice to give the same name to the policy domain and
policy set for simplicity. The following command shows how to define a
PRODUCTION policy set for the PRODUCTION policy domain.

descri pti on="Production servers for ABC Gorporation"

adsnm define policyset production production \
ANRL5101 Policy set PRODUCTION defined in policy domai n PRODUCTI ON

6.1.3 Defining Management Classes

108

A management class contains specific rules and is the link between rules and
data. The rules are contained in constructs called copy groups, one for rules
governing backup data and one for rules governing archive data. A management
class can have a backup copy group or an archive copy group or both.

A policy set may contain many management classes but only one is designated
as the default. The default management class in the policy set is linked to any
data in the domain that is not explicitly linked to another management class.

Explicitly linking, or binding, files to management classes can be accomplished in
three different ways depending on the type of data. Backup data is bound to a
management class using the INCLUDE option of the ADSM client’s
include-exclude list. Archive data is bound to a management class using the
ARCHMC command line option. Directory data can be bound to a management
class using the DIRMC client option.

Figure 14 on page 109 shows an example of an INCLUDE statement that assigns
the backup file / hone/ adm n/ r edbook. scri pt to a management class called
REDBOOK while allowing the rest of the backup files in / hone/ adm n to go to the
default management class. The binding is actually done during the backup
operation. See , “Include-Exclude Options” on page 155 and Appendix B.3,
“Client Options Files” on page 254 for more examples of the INCLUDE
statement.
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i ncl ude /horme/ admn/.../*
i ncl ude / hone/ adm n/ r edbook. scri pt redbook

Figure 14. Include Option Example

Figure 15 on page 109 shows an example of the ARCHMC command line option.
The file /hone/ adni n/ r edbook. doc will be bound to the management class
REDBOOKARCHIVE. Without the ARCHMC option, this data would have been
bound to the default management class. See Chapter 10.3.1.4, “Running Archive
Operations” on page 163 for more examples of the ARCHMC option.

dsnt archi ve -archnt=r edbookar chi ve /hone/ adm n/ r edbook. doc

Figure 15. ARCHMC Example

Figure 16 on page 109 shows an example of the DIRMC option in a client options
file. All of the directories from this client will be bound to the directory
management class. Make sure that the retention period for directories is set
longer than for the data itself. Without the DIRMC option, the directory
information would go to the management class with the longest retention period.
You can use this option to make your restores quicker by keeping your directory
data on a primary disk storage pool instead of on tape. The directory information
is the first thing that is rebuilt during a restore and by making it quickly accessible,
your restore time will be improved. The recommended policy configuration
includes a directory management class for the directory information, and the
DIRMC option is specified in the recommended client option sets described in
Appendix B.3, “Client Options Files” on page 254.

dirnt directory

Figure 16. DIRMC Example

The defi ne ngnt cl ass command creates a new management class in the policy
set and domain. The assi gn def ngni cl ass command defines a management class
as the default for the domain. The following commands show how to create the
CUSTDATA management class in the PRODUCTION policy set within the
PRODUCTION policy domain and how to assign it as the default management
class.

adsnm define ngnicl ass production producti on custdata \

descri pti on="Qust dat a nanagenent cl ass for ABC Corporation”

ANRL5201 Managenent cl ass OUSTDATA defined in policy domai n PRIDUCTI QN set
PRODUCTI ON

adsn» assi gn def mgni cl ass producti on production custdata
ANRL538| Default managenent class set to QUSTDATA for policy domai n PRODUCTI ON
set PRODUCTI ON
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6.1.4 Defining Backup Copy Groups
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The backup copy group is concerned with two logical objects: the file, and the file
copy. Afile is the actual data on a node, while a file copy is a point-in-time copy of
the file. Another way to think of it is that ADSM contains file copies, and nodes
contain files.

A file can be in one of two possible states: existing or deleted. When we talk
about an existing file on a node, we mean a file that has been previously backed
up and still exists on the node. A deleted file is a file that has been previously
backed up and has been deleted from the node. This simple concept is important
when discussing data storage rules.

A file copy can be in one of three states: active, inactive, or expired. An active file
copy is the most current copy of the file, an inactive file copy is a previous copy of
the file, and an expired file copy is a copy to be removed from the ADSM server.
A backup file copy is set to the expired state when it no longer conforms to the
rules set forth in the backup copy group.

Whether the file exists or is deleted, the file copy always passes through the
same states in the same order. A file copy starts out as active, since it is the first
copy of the file, and therefore the most current. Once the file changes and we
take another file copy, the first file copy changes to be inactive because we have
a more recent one. Eventually, the first file copy expires based on one of two
limits placed on it by our rules: number of copies or retention period.

The number of copies that we set in our rules specifies the total number of file
copies to maintain in the ADSM database. It is important to note that the specified
number includes the active file copy. Thus, when we set the number of file copies
to three, we are keeping one active copy and two inactive copies. When the
number of copies is exceeded, the oldest copies are removed from the database.

The retention period that we set in our rules specifies the length of time that we
retain inactive file copies. Note that there is no retention period for active file
copies; they exist as long as the file exists on the node.

Whether or not the file exists on the node affects which rules are used to expire
the file copies. If the file exists, the following two backup copy group parameters
are in effect:

* VEREXISTS: Specifies the number of file copies, or versions, to keep. This
number includes active and inactive file copies.

« RETEXTRA: Specifies how long to keep inactive file copies. When a file
changes from active to inactive, it is kept for these extra days and then
removed. It is important to note that the retention period starts from when the
file copy changes to inactive, and not from its original backup date.

If the file has been deleted, the active file copy is made inactive. At this point,
there are only inactive file copies for this data in the ADSM server, and the
following parameters apply:

« VERDELETED: Specifies the number of file copies to keep after the file has
been deleted.

« RETEXTRA: Specifies how long to keep inactive file copies.
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« RETONLY: Specifies how long to maintain the last file copy of the data. This is
the number of days to keep the last copy only, and does not apply to other
inactive file copies which are still governed by the RETEXTRA parameter.

The backup copy group defines five other attributes that control the way that
backup data is handled:

« TYPE: The TYPE parameter is used to differentiate between the two possible
types of copy groups. In the case of a backup copy group, it is set to BACKUP.

« DESTINATION: The backup copy group specifies where to store the data sent
to it from backup operations using the DESTINATION parameter. The copy
group bridges the gap between data files and storage pools as illustrated in
Figure 17 on page 111. The figure shows different types of data flowing
through the copy groups and into the storage pools. Note that there is not
necessarily a one-to-one relationship between copy groups and storage pools.
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Archive Copy Group

Backup/rchive B
Data

Biackup Copy Group
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Class
Archive Copy Group

Storage Pool
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Figure 17. Data Flow through Copy Groups

« MODE: The MODE parameter specifies how files are to be selected for
incremental backup. Setting the mode to MODIFIED allows a file to be backed
up only if it has changed since the last backup. The ABSOLUTE setting allows
files to be backed up, regardless of whether they have changed or not. The
latter value would only be used for special cases; the default value is
MODIFIED.

« FREQUENCY: The FREQUENCY parameter specifies how often to allow a file
to be incrementally backed up. A selective backup, which backs up data
regardless of whether it has changed or not, is not affected by this parameter.
To incrementally back up a file from a node, three conditions must be satisfied:
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1. Include-exclude statements allow the file to be considered for backup.

2. The file satisfies the MODE setting. That is, if the MODE is set to
MODIFIED, the file must have changed to qualify for backup. If the MODE
is set to ABSOLUTE, then the file is automatically allowed to be backed up.

3. The difference between the server time and the active file copy timestamp
must be greater than FREQUENCY setting. The frequency is converted to
hours to compare to the timestamp difference.

For example, take a file called / hone/ adm n/ r edbook. doc that is eligible for backup
in the include-exclude list, and that has changed since the last backup at 8 AM
this morning. The server time is 11 AM when an incremental backup is started, so
the difference between the server time and the file copy time is 3 hours. If the
frequency is set to 1 day, then 24 hours must pass between incremental backups
before a file is backed up again. Therefore, the / hone/ adm n/ r edbook. doc file is not
backed up, since 3 hours is less than 24 hours.

e SERIALIZATION: The SERIALIZATION parameter specifies what to do with
files that are modified during a backup operation. When we say that a file is
modified during backup, we mean that it is modified after ADSM examined it
for its details, but before it was completely backed up to the server. This sort of
backup is referred to as a "dirty backup" because the file is in an inconsistent
state and may not restore properly. The SERIALIZATION parameter provides
four options to deal with this problem:

1. The SHRSTATIC setting specifies that a file is not backed up if it is
modified during backup, but multiple attempts are made to back up the file.
If the file is being modified through all of these attempts, the file is not
backed up. The number of attempts can be controlled using the
CHANGINGRETRIES option in the client options file.

2. The STATIC setting specifies that a file is not backed up if it is modified
during backup and no additional attempts are made.

3. The SHRDYNAMIC setting specifies that a file is backed up if it is modified
during backup, but multiple attempts are made to back it up without
modification first. If that cannot be done, then the file is backed up anyway.

4. The DYNAMIC setting specifies that a file is backed up even if it is modified
during backup. There are no preliminary attempts to back up the file
unmodified; it is backed up on the first attempt.

The defi ne copygroup command creates a new copy group within the
management class. Note that the command does not require a name for the
backup copy group; it is always called STANDARD and cannot be changed.
There is no reason to change this parameter, since it only has relevance within
the ADSM server itself.

The following command shows how to create a backup copy group for the
management class CUSTDATA in the policy set PRODUCTION of the policy
domain PRODUCTION. The client checks for files that have been modified since
the last backup process and tries to back them up to the DISKDATA primary
storage pool. After a few retries, the process gives up on files that are being
modified during backup. The client data is governed by the following rules:

« If the file exists on the client, then 3 versions of it are kept for 100 days.

« If the file no longer exists on the client, then the last copy is kept for 365 days.
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adsnme define copygroup production production custdata type=backup \

cont > dest i nati on=D SKDATA frequency=1 verexi sts=3 verdel eted=1 retextra=100 \
cont > retonl y=365 node=nodi fi ed serialization=shrstatic

ANRL5301 Backup copy group STANDARD defined in policy domain PRODUCTI QN set
PRCDUCTI QN nanagenent cl ass GUSTDATA

6.1.5 Defining an Archive Copy Group

An archive copy group consists of fewer parameters than the backup copy group.
The most important of these are:

* TYPE: Parameter used to differentiate between two possible types of copy
groups. In the case of an archive copy group, it is set to ARCHIVE.

« DESTINATION: Destination storage pool to use for data storage. Usually, this
is the primary storage pool in a storage pool hierarchy including disk pools
and tape pools.

« RETVER: How long to keep this archive copy. Usually it is set to 365 days.

* SERIALIZATION: How to deal with files that are being modified during
processing. There are a few options for this parameter, but the only two that
are of interest here are the SHRSTATIC and SHRDYNAMIC options.
SHRSTATIC means that the process tries multiple times to backup a file that
is in use and then gives up. SHRDYNAMIC means that the file is backed up
even though it is still in use. This method is not the recommended way, but it
should be used for files that are always in use and need to be archived.

Archive data is assigned to the archive copy group of the default management
class unless you explicitly specify otherwise on the command line.

The defi ne copygroup command is used to define the archive copy group. Note
that the command does not require a name for the archive copy group; it is
always called STANDARD and cannot be changed. There is no reason to change
this parameter, since it only has relevance within the ADSM server itself.

The following command shows how to define an archive copy group for the
CUSTDATA management class in the PRODUCTION policy set within the
PRODUCTION policy domain. The archive files are sent to the DISKDATA
primary storage pool, and are kept for 365 days. If the operation cannot archive a
file because it is in use, it tries a few times and then gives up.

adsnme define copygroup production production custdata type=archive \

cont > dest i nati on=Dl SKDATA retver=365 serialization=shrstatic

ANRL535] Archive copy group STANDARD defined in policy domain PROIDUCTI N set
PRODUCTI O\ managenent cl ass QUSTDATA
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6.2 Recommended Setup

Figure 18 on page 114 is a graphical representation of the key components of our
recommended policy configuration. We define two policy domains, SERVER and
WORKSTN. Both domains have similar policy sets and management classes, but
their copy group details show that the SERVER domain has more copies, and
longer retention periods than the WORKSTN domain. It is not necessary to define
multiple domains, but this demonstrates that the policy is really defined in the
copy groups, and that the rest of the constructs are used primarily for flexibility.

Warning:

Care must be taken when migrating to another policy domain. If a client had
data backed up under the old domain, the data is rebound to the same
management class of the new domain, if it exists. If the management class
does not exist in the new domain, the data is rebound to the default
management class of the new domain. If this management class does not have
a backup copy group, the data is rebound to the retention grace period defined
in the new domain. This can lead to undesired expiration of backup versions.

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. pol i cy, which we provide to define the
recommended policy settings in our redbook environment, is shown in Appendix
B.1.3, “Define Policy Structure” on page 245.

/Policy Domain: server \ /Policy Domain: workstn \
/Policy Set: server \ /Policy Set: workstn \
Default management class: data Default management class: data
/Management Backup Copy Group /Management Backup Copy Group \
Class: Backup Copies: 3 Class: Backup Copies: 2
data Retain: 100 days data Retain: 30 days
Archive Copy Group Archive Copy Group
N Retain: 365 days ~ / Ny Retain: 100 days ~ /
/Management Backup Copy Group ™ /Management Backup Copy Group ™
Class: Backup Copies: nolimit Class: Backup Copies: nolimit|
directory Retain: 100 days directory Retain: 30 days
/Management Backup Copy Group I /Management Backup Copy Group
Class: Backup Copies: 3 Class: Backup Copies: 2
special Retain: 100 days special Retain: 30 days

Figure 18. Recommended Policy Definitions

114  Getting Started with ADSM: A Practical Implementation Guide



6.2.1 Defining Policy Domains

The recommended configuration consists of two policy domains that are used to
separate server machines from workstation machines. The nature of the data
found on each type of machine makes this a logical division of resources and
follows the administrative boundaries used by most customers. This example
defines the recommended policy domains:

adsne define donai n server description="Server nodes" \
cont > backr et enti on=100 ar chr et ent i on=365
ANRL5001 Policy donai n server defined.

adsne define domai n wor kst n descri pti on="Wrkstati on nodes" \
cont > backret enti on=100 ar chr et ent | on=365
ANRL5001 Policy domai n workstn defi ned.

6.2.2 Defining Policy Sets

We recommend defining one policy set for each of the policy domains; for
example:

adsn» define policyset server server description="Server nodes"
ANRL5101 Policy set server defined in policy domain server.

adsn» define policyset workstn workstn descripti on="Vrkstation nodes"
ANRL5101 Policy set workstn defined in policy donmai n workstn.

6.2.3 Defining Management Classes

We have defined three management classes for each domain in the
recommended configuration. These management classes are used to categorize
the domain data:

« DATA: This is the default management class for both domains. It is used for
most of the data in the environment.

« DIRECTORY: Directory structure information is assigned to this class to make
it possible to improve restore time.

e SPECIAL: This management class is used to store files that are modified
during backup. An application log file could be bound to this management
class to make sure that a copy is taken. A typical example of this type of file is
an application log file that receives messages or errors. While it is being
backed up, it is not going to be available for backup or archive unless the
application is stopped to release the file. The management class
specifications (in the backup/archive copy group definitions) include
parameters for treatment of data that is being modified while a backup/archive
operation is being performed. One of these options allows the file to be
backed up even if it is being modified.

Space management clients are not covered in this redbook, but there is a space
management parameter in the management class definition that we must change
to avoid problems. The MIGDESTINATION parameter specifies the name of the

storage pool for the migration of space managed files, and it defaults to a storage
pool that we delete during the recommended configuration steps. We point it to a
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dummy storage pool called NONE, which allows us to validate and activate the
policy set without errors messages.

The management classes for the recommended configuration can be defined as
follows:

adsnm define ngnicl ass server server data nigdestinati on=NON\E \
cont > description="Default nanagenent class for server domain"
ANRL5201 Managenent class data defined in policy donai n server, set server.

adsn» assi gn def ngnicl ass server server data
ANRL538] Default nanagenent class set to data for policy donain server, set
server.

adsn» define ngntcl ass server server directory mgdestinati on=NON\E \
cont> description="D rectory nmanagenent class for server donain"
ANRL5201 Managenent class directory defined in policy donain server, set
server.

adsn» defi ne ngntcl ass server server special nigdestinati on=NON\E \
cont > descri ption="Seci al nanagenent class for server domain"
ANRL5201 Managenent cl ass special defined in policy donain server, set server.

adsn» defi ne ngntcl ass workstn workstn data nigdesti nati on=NONE \
cont> descripti on="Default nanagenent class for workstn donai n"
ANRL5201 Managenent class data defined in policy donai n workstn, set
wor kst n.

adsn® assi gn def ngm cl ass workstn workstn data
ANRL538| Default nanagenent class set to data for policy donain workstn,
set wor kst n.

adsn» define ngntcl ass workstn workstn directory nigdestinati on=NONE \
cont> description="DOrectory nmanagenent class for workstn donai n"
ANRL5201 Managenent class directory defined in policy domain workstn, set
wor kst n.

adsn® defi ne ngntcl ass workstn workstn special mgdestinati on=NON\E \
cont > descri ption="Speci al nanagenent class for workstn domai n"
ANRL5201 Managenent cl ass special defined in policy donain workstn, set
wor kst n.

6.2.4 Defining Backup Copy Groups

The reasons for creating two domains (WORKSTN and SERVER) are clearly
illustrated in the backup copy group parameters. The two domains differ in the
following ways:

*« VEREXISTS: The WORKSTN domain only maintains two copies of existing
data, as compared to three copies in the SERVER domain.

« RETEXTRA: The WORKSTN domain only keeps extra copies for 30 days, as
compared to 100 days in the SERVER domain.

« RETONLY: The WORKSTN domain keeps the last copy of deleted data for
100 days, as compared to 365 days in the SERVER domain.

An interesting parameter also illustrates the difference between the management
classes:

¢ SERIALIZATION: The backup copy group within the special management
class is set up to use SHRDYNAMIC instead of SHRSTATIC. This
management class should be assigned to log files and other cases where the
files are always open.
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— Note:

If some of your data require policy settings different than our recommended
defaults—for example, if you need to keep 7 copy versions of certain
files—then you need to tailor an additional management class for your
purpose, and assign the data to it using the INCLUDE option. See 10.2.1.2,
“Options File” on page 153 for further information.

We define a backup copy group for each of the management classes using the
following commands:

~
adsnm defi ne copygroup server server data type=Backup destinati on=D SKDATA \
cont > frequency=1 verexi st s=3 verdel et ed=1 retextra=100 retonl y=365 \
cont> node=nwodi fied serialization=shrstatic
ANRL5301 Backup copy group STANDARD defined in policy domain server, set
server, managenent class data.
adsne define copygroup server server directory type=Backup destination=0 SKD RS \
cont > frequency=1 verexi sts=nol i mt verdel eted=1 retextra=100 retonl y=365 \
cont > node=nwodi fied serialization=shrstatic
ANRL5301 Backup copy group STANDARD defined in policy donain server, set
server, nmanagenent class directory.
adsm> define copygroup server server special type=Backup desti nati on=D SKDATA \
cont > frequency=1 verexi st s=3 verdel et ed=1 retextra=100 retonl y=365 \
cont > node=nodi fi ed serializati on=shrdynam c
ANRL5301 Backup copy group STANDARD defined in policy donain server, set
server, nmanagenent class special .
adsm> define copygroup wor kstn workstn data type=Backup \
cont > dest i nati on=D SKDATA frequency=1 verexi sts=2 verdel eted=1 retextra=30 \
cont > retonl y=100 nmode=nodi fi ed serialization=shrstatic
ANRL5301 Backup copy group STANDARD defined in policy donmain workstn, set
wor kst n, nanagenent class data.
adsm> define copygroup workstn workstn directory type=Backup \
cont> destinati on=D SKDOI RS frequency=1 verexi sts=nolint verdel eted=1 retextra=30 \
cont > retonl y=100 node=nodi fi ed serialization=shrstatic
ANRL5301 Backup copy group STANDARD defined in policy donmain workstn, set
wor kst n, nanagenent class directory.
adsm> define copygroup wor kst n workstn speci al type=Backup \
cont > dest i nati on=D SKDATA frequency=1 verexi sts=2 verdel eted=1 retextra=30 \
cont> retonl y=100 node=nodi fi ed serial i zati on=shrdynanic
ANRL5301 Backup copy group STANDARD defined in policy domain workstn, set
wor kst n, nanagenent cl ass speci al .
/

6.2.5 Defining the Archive Copy Group

For the recommended configuration, we define only archive copy groups for the
default management classes. The data management class in the SERVER and
WORKSTN policy domains keeps archive copies for 365 days, and does not
archive files that are unavailable after a few retries.
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adsnme define copygroup server server data type=Archive destinati on=D SKDATA \
cont> retver=365 serialization=shrstatic

ANRL535] Archive copy group STANDARD defined in policy domain server, set
server, nanagenent class data.

adsnm define copygroup wor kst n workstn data type=Archive \

cont > dest i nati on=D SKDATA ret ver =100 seri al i zati on=shrstatic

ANRL535] Archive copy group STANDARD defined in policy donain workstn, set
vor kstn, nmanagenent cl ass data.

6.2.6 Deleting the STANDARD Policy Domain

You should remove the STANDARD domain information to clean up your
environment. The del ete donai n command removes an existing policy domain.
This command is very powerful in that it also removes the policy sets,
management classes, and copy groups that belong to the domain. For this
reason, the del ete donai n command should be used with caution. The following
command shows how to remove a policy domain hamed STANDARD.

adsn» del ete donai n standard

Do you wish to proceed? (Yes/ No) yes
ANRL5011 Policy domai n STANDARD del et ed.

If policy domain STANDARD contains nodes and filespaces, this command fails.
You must remove all registered nodes from a policy domain before deleting it.
There are two ways to accomplish this task:

« Delete the nodes and their filespaces

* Move the nodes including their filespaces to another domain

6.2.6.1 Deleting a Node

Deleting a node involves removing the node data with the del ete fil espace
command, and removing the node definition with the renove node command. The
following commands show how to remove the filespaces and node definition for
node devnodel.

adsn» del ete fil espace devnodel *
ANR2238WThi s conmand will result in the deletion of all inventory references
to the data on filespaces that match the pattern * for node DEVNODEL, wher eby
rendering the data unrecoverabl e.

Do you wish to proceed? (Yes/No) yes
ANSB003I Process nunier 48 started.

adsn® renove node devnodel

Do you wish to proceed? (Yes/No) yes
ANR20611 Node DEVNCLEL renoved frompolicy domai n STANDARD
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6.2.6.2 Moving a Node

The updat e node command moves the node to a new domain. The data is moved
to the new domain during the next backup operation. The process of moving the
data to the new domain’s management classes is called rebinding. If the new
domain has the same management class names as the old one, very little change
takes place, as the data is affected more by the management class name than
the policy domain name. However, if the new domain has completely different
management class names, then the data is rebound to the default management
class for the domain. The first backup after the domain change may take longer
than normal, but it is a one time operation and returns to normal speed thereafter.

—— Warning:

Care must be taken when migrating to another policy domain. If a client had
data backed up under the old domain, the data is rebound to the same
management class of the new domain, if it exists. If the management class
does not exist in the new domain, the data is rebound to the default
management class of the new domain. If this management class does not have
a backup copy group, the data is rebound to the retention grace period defined
in the new domain. This can lead to undesired expiration of backup versions.

The following command shows how to move the node devnodel from its current
domain to the WORKSTN domain.

adsmy updat e node devnodel donai n=wor kst n
ANR20631 Node DEVNCLEL updat ed.

adsm» query node devnodel

Node Nane PatformPolicy Domain Days S nce Days S nce Locked?
Nane Last  Password
Access Set
CEVWNCEL A X VWRKSTN 1 1 N

6.3 Verifying Policy Definitions

The best way to check the policy definitions is to examine the details of the copy
groups using the query copygroup command. The output from this command
displays the policy domain, policy set, management class, and copy group
names, as well as the copy group parameters. Note that it is really the copy group
definitions that define the policy for the domain; the rest of the constructs
between domain and copy group just provide flexibility in your configuration.

6.3.1 Backup Copy Groups

To check the settings for the recommended backup copy groups, use the query
copygroup command to get the attributes displayed:
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adsm» g copygroup server server type=backup

Pol i cy Policy My Qopy \ersions \Versions Retain Retain
Donai n Set Nane dass G oup Dat a Dat a Extra Qly
Nane Nane Nane Exi sts Del eted Versions Version
ser ver ser ver data STANDARD 3 1 100 365
ser ver server directory STANDARD 3 1 100 365
ser ver ser ver speci al STANDARD 3 1 100 365

adsnm» g copygroup wor kst n wor kst n t ype=backup

Pol i cy Pol i cy Mym Qopy \Versions Versions Retain Retain
Donai n Set Nane dass G oup Dat a Dat a Extra ly
Nane Nane Nane Exi sts Del eted Versions Version
workstn workstn data STANDARD 2 1 30 100
workstn  workstn directory STANDARD 2 1 30 100
workstn  workstn  special STANDARD 2 1 30 100

6.3.2 Archive Copy Groups

To check the settings for the recommended archive copy groups, use the query
copygroup command to get a quick look at the attributes:

adsnm» g copygroup server server type=archive

Pol i cy Pol i cy Mym Qopy Retai n
Donai n Set Nane d ass G oup \er si on
Nane Nane Nane

ser ver server data STANDARD 365

adsn» g copygroup workstn wor kst n type=ar chi ve

Pol i cy Pol i cy Mynt Qopy Retain
Donai n Set Nane d ass G oup \er si on
Nane Nane Narre

wor kst n wor kst n data STANDARD 100

6.4 Validating and Activating a Policy Set

The last step in setting up your policy is to validate and activate your policy set.
The commands are very straightforward and have few parameters.

6.4.1 Validating the Recommended Policy Sets

The validate policyset command checks for completeness in the management
class and copy group definitions. It validates these policies and makes them
ready for activation.

To validate the recommended policy sets:

adsnr val i date pol i cyset server server
ANRL515] Policy set server validated in donai n server (ready for activation).

adsn» val i date pol i cyset workstn workstn
ANRL515] Policy set workstn validated in donain workstn (ready for
activation).
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6.4.2 Activating the Recommended Policy Sets

The activate pol i cyset command allows the specified policy set to be applied to
the data within its policy domain.

The following example shows how to activate the recommended policy sets:

~
adsn» activate pol i cyset server server
Do you wish to proceed? (Yes/No) y
ANRL514] Policy set server activated in policy donain server.
adsn® activate policyset workstn workstn
Do you wish to proceed? (Yes/No) y
ANRL514] Policy set workstn activated in policy donai n workstn.
adsmr query donai n
Pol i cy Activated Activated Nuner of Description
Dorai n Pol i cy Def aul t Regi st ered
Nane Set Mym Nodes
d ass

ser ver server data 1 Servers Policy Domain
wor kst n wor kst n data 1 Wrkstations Policy

Donai n

/

6.5 Enforcing Your Policy

Once the policy is defined, you want to enforce it using the expire inventory
command. This command makes sure that any extra copies of data in your copy
groups are removed from the database. It also takes care of data that is older
than your specified retention period. The backup copy group parameters
VEREXISTS, VERDELETED, RETEXTRA, and RETONLY are applied to backup
data through the expiration process as well as the archive copy group parameter
RETVER. The following command shows how to expire the database references
for the ADSM server.

adsnm expire inventory
Sessi on establ i shed wth server PALANA A X RS 6000
Server Version 3, Release 1, Level 2.15
Server date/tine: 03/03/1999 16:28:41 Last access: 03/03/1999 14:25:57

ANSB003I Process nunber 50 started.

This command can be computationally intensive; thus, it should only be executed
when critical processes are completed.

The EXPINTERVAL parameter in the server options file specifies the number of
hours between automatic expiration processing, and is initially configured for 24
hours. With automatic expiration processing enabled, the server runs inventory
expiration at start-up and every 24 hours thereafter. We recommend setting the
EXPINTERVAL to zero (disabling automatic expiration) and defining a daily
administrative schedule to run this command at a convenient time.
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Chapter 7. User Management

In this chapter, we explain the creation and maintenance of users of an ADSM
system. There are two categories of users:

¢ Administrators

 Client nodes
Administrators manage ADSM resources. They also administer ADSM client
nodes. One way of maintaining client nodes is to centrally define options the

clients will use during backup, restore, archive, and retrieve operations. This is
done using client option sets.

7.1 Administrators

An ADSM administrator manages ADSM resources. The number of
administrators and their level of privileges will vary according to your
environment. Administrators with system privilege can perform any ADSM
function. Administrators with policy, storage, operator, or analyst privileges can
perform subsets of ADSM functions. All commands issued by administrators are
logged to the server activity log. See 2.6, “Administrator IDs” on page 32 for
planning considerations.

7.1.1 Considerations

The creation of an administrator is a two-step process:

1. Define the administrator ID.

2. Grant the necessary privileges.

The regi ster adnin command defines administrators. The only required

parameters are the admin name, or user ID, and initial password. You should
consider using the optional CONTACT parameter to distinguish administrators.

The grant authority command grants the necessary privileges to an
administrator. The only required parameters are the admin name and the
privileges being granted.

The query adnin command displays information about one or more administrators.

7.1.2 Default Environment

© Copyright IBM Corp. 1999

During the initial server startup, two administrators are automatically defined:
SERVER_CONSOLE and ADMIN.

SERVER_CONSOLE is a special administrator associated with the server
console that has system privileges. You cannot update, lock, rename, or remove
the SERVER_CONSOLE user ID from ADSM. The SERVER_CONSOLE user ID
does not have a password. Therefore, you cannot use the user ID from an
administrative client unless you set authentication off. Although you can change
the authority of this administrator, we recommend that you do not. In an
emergency situation, administrative commands can be issued from the server
console to correct situations such as forgotten administrator passwords and
locked IDs.
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ADMIN is an administrator that has system privileges and an initial password of
ADMIN. This administrator is used to set up your ADSM environment. For
enhanced security after your environment has been created, we recommend that
you delete this administrator.

7.1.3 Recommended Administrators
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We recommend that you define the following administrators to support your
ADSM environment:

e System

e Support
* Reporting
 Client

We recommend that you use the optional CONTACT parameter to distinguish
administrators. Although we have recommended certain administrator names,
you do not have to use them. You can use any name suitable for your purposes.

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. adm ns, which we provide to define
administrative 1Ds for our redbook environment, is shown in Appendix B.1.1,
“Define Administrators” on page 243.

7.1.3.1 System

Define an ID for the ADSM administrator and possibly another for your backup
ADSM administrator. These administrators should have system privileges.

In our example, we define an administrator named SYSADMIN, and a backup
named SYSADMIN2. The initial password for both administrators is AMANDA.
The administrative commands to create our recommended administrators, and
the results of those commands, should look like this:

adsn® regi ster admn sysadmin anmanda cont act =" ADGM Adnini strator’
ANR2068I Adnmini strator SYSADM N regi st ered.

adsmy grant authority sysadnin cl asses=system
ANR20761 Systemoprivilege granted to admnistrator SYSADMN

adsn® regi ster admn sysadmn2 ananda cont act = ADGM Adnini strator (Alternate)’
ANR2068I  Adnini strator SYSADM N2 regi st er ed.

adsmr grant authority sysadnin2 cl asses=system

ANR20761 Systemprivilege granted to administrator SYSADM N2.

7.1.3.2 Support

Define an ID for your ADSM technical support person. This ID should have
system privilege.

In our example, we define a support administrator named SUPPORT. The initial
password for this administrator is KIRSTEN. The administrative commands to
create our recommended administrator and the results of those commands
should look like this:
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adsne regi ster admn support kirsten contact="ADSM Support’
ANR2068I Adni ni strator SUPPCRT regi stered.

adsmy grant authority support cl asses=system
ANR20761 Systemprivilege granted to adninistrator SUPPCRT.

7.1.3.3 Reporting

Define an ID for ADSM reporting purposes. Although this administrator has no
special privileges, it does have authority to issue QUERY commands. This is
especially useful for producing regular reports through a method such as scripts.
Disclosure of this administrator’s password does not create a security exposure
as the administrator cannot change any ADSM resource.

In our example, we define a support administrator named REPORTER. The initial
password for this administrator is CAMERON. The administrative command to
create our recommended administrator and the results of that command should
look like this:

adsn» regi ster admn reporter caneron contact="ADSM Reporting’
ANR2068I Admi ni strator REPCRTER regi st ered.

7.1.3.4 Client

Define an ID for the Web administrative backup-archive client access. This
administrator would have client access authority to all nodes in the ADSM
environment. In particular, this administrator can perform restore operations on
behalf of users. This is usually sufficient for smaller organizations. In larger
organizations, you might require multiple administrators with this authority.

In our example, we define a client administrator named HELPDESK. The initial
password for this administrator is PHIL. The administrative commands to create
our recommended administrator and the results of those commands should look
like this:

adsn® regi ster admn hel pdesk phil contact=" ACBMdient Adninistrator’
ANR2068I Admi ni strator HELPCEK regi st ered.

adsn» grant authority hel pdesk cl asses=node node=*

ANR21261 GRANT AUTHCR TY:  Admini strator HELPDESK was granted AQCESS authority
for client PAGIPARQ

ANR21261 GRANT AUTHCR TY: Admini strator HELPCESK was granted AQCESS authority
for client GOOCB

ANRR1261 GRANT AUTHOR TY: Admini strator HELPDESK was granted AGCCESS authority
for client PUNEY.

ANRR1261 GRANT AUTHOR TY: Admini strator HELPDESK was granted AGCCESS authority
for client AJI.

The administrator is only granted authority to those nodes that exist at the time
the command is issued. If you create additional nodes and you want
administrators to have authority to those nodes, the grant aut hority command
must be reissued.
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7.1.4 Working with Administrators
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In this section we explain how to perform various processes related to
administrators that you will find useful in your ADSM environment:

7.1.4.1 Displaying Administrators

You use the query adm n command to display administrators. If no administrator
name is specified, all administrators are displayed. If an administrator name is
specified, only that administrator’s information is displayed.

The administrative command to display the list of all administrators and the
results of that command should look similar to this:

adsn» query admn

Admini strat or Days S nce Days S nce Locked? Privilege A asses
Nane Last Access Password Set
ACM N <1 12 No System
HELPDESK <1 <1 No dient Access
<1 <l No
SERVER ONSOLE No System
SUPPCRT <1 <l No System
SYSADM N <l <l No System
SYSADM N2 <1 <1 No System

The administrative command to display full details of our administrator named
HELPDESK and the results of that command should look similar to this:

adsmy query admn hel pdesk fornat =det ai | ed

Adnmini strator Name: HELPDESK
Last Access Date/ Tine: 01-02-1999 15: 37: 36
Days 9 nce Last Access: 1
Password Set Date/ Ti ne: 01-02-1999 15: 37: 36
Days S nce Password Set: 1
Invalid Sgn-on Gount: 0
Locked?: No
Gontact: ADSMAient Administrator
System Privil ege:
Policy Privilege:
Sorage Privilege:
Anal yst Privil ege:
Qperator Privil ege:
dient Access Privilege: GQO005 PUMNEY PAGIPARD H JI
Aient Oaner Privilege:
Regi stration Date/ Ti ne: 01-02-1999 15: 37: 36
Regi stering Admnistrator: ADMN
Managi ng profile:

7.1.4.2 Changing an Administrator Password

An administrative user can change his or her own password using the updat e
adnin command. A user with system privilege can update any administrator’s
password. There is no way of determining the current password for an
administrator.

The administrative command to change the password for the administrator
named SYSADMIN2 to DAVID should look like this:
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adsmy update admin sysadnmin2 davi d
ANR20711 Admini strator SYSACM N2 updat ed.

When this command is logged to the server activity log, the password in the log is
replaced by asterisks.

7.1.4.3 Deleting the ADMIN Administrator

After you have defined the set of system administrators, delete the installed
system administration ID, ADMIN. As you cannot delete an administrator if that
administrator is currently accessing the server, you must logon to ADSM as a
different administrator to perform this task. The administrative session, the
administrative command, and the results of that command should look similar to
this:

C\ProgramF | es\| BM adsm sacl i ent >dsnadnt
ADSTAR O stributed S orage Minager
Gonmand Li ne Administrative Interface - Version 3, Release 1, Level 0.6
(Q Qopyright IBMGorporation, 1990, 1997, Al R ghts Reserved.
Enter your user id: sysadmn
Enter your password: xrxxkkx
Sessi on establ i shed wth server PAQPARQ Wndows NI
Server Version 3, Release 1, Level 2.13
Server date/tine: 01-02-1999 16:08:32 Last access: 01-02-1999 15: 36: 12
adsn® renmove admin adnin

Do you wish to proceed? (Yes/No) yes
ANR20691 Admi ni strator ADM N r emoved.

7.2 Client Nodes

An ADSM client must be registered with the ADSM server before any backup and
recovery operations can be performed for that client. Although ADSM provides
two modes, open and closed, for registering client nodes to the server, we
recommend that you do not change the closed mode default.

7.2.1 Considerations

The registration of a client node is a single-step process using the regi ster node
command. Registration requires an ADSM node name and a client access

password as a minimum. You should use the machine name for the ADSM node
name. If you define your own ADSM policy domains, then you must also use the
parameter. Further, we recommend that you also specify the USERID parameter.

The DOMAIN parameter specifies the name of the policy domain to which the
node is assigned. If you do not specify a policy domain name, the node is
assigned to the default policy domain (STANDARD). Within our recommended
environment, there are two domains, SERVER and WORKSTN, and no
STANDARD domain. Consequently, if you use our environment, you must specify
the DOMAIN parameter when registering a client node.
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The USERID parameter specifies the name of an ID who will be defined as an
administrator with node owner authority to the client. Node authority allows an
administrator to use the Web backup-archive client. When the USERID
parameter is omitted, an administrator with the same name as the node is
defined. This is the default. We recommend that you specify USERID=NONE for
our environment and grant node authority to the HELPDESK administrator and
other administrators explicitly through the grant aut hority command.

7.2.2 Default Environment

Except for MVS, one client node is registered with the ADSM server during the
initial server startup. This client node is the ADSM server itself. The name of this
client is CLIENT. The initial password is CLIENT. The node is assigned to the
STANDARD domain.

7.2.3 Working with Client Nodes
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In this section, we explain how to perform various processes related to client
nodes that you will find useful in your ADSM environment.

7.2.3.1 Registering a Client Node

You use the regi ster node command to define a client to the server. In our
environment, there are parameters (node name, node password, domain name)
which you must supply, and two parameters (contact, userid) which you should
supply to register a client node.

Table 29 on page 128 shows an extracted version of Table 7., “Client
Requirements Worksheet” on page 9 completed with a set of sample client
information.

Table 29. Client Requirements Worksheet: Example

Node name Contact Domain
PAGOPAGO NTA Group SERVER
COCOS phil@home WORKSTN
FIJl FlightDeck SERVER
PUTNEY Ops x222 SERVER

Assuming a common password of KOALA, the commands to define this set of
client nodes and resulting output should look like this:

adsm> register node pagopago koala domain=server userid=none contact=NTA Group'
ANR2060I Node PAGOPAGO registered in policy domain SERVER.

adsm> regjister node cocos koala domainmworkstn useric=none contact=phil@home’
ANR2060I Node COCOS registered in policy domain WORKSTN.

adsm> register node fiji koala domain=server userid=none contact=FlightDeck
ANR2060I Node FlJ! registered in policy domain SERVER.

adsm> register node putney koala domain=server userid=none contact="Ops x222'
ANR2060I Node PUTNEY registered in policy domain SERVER.
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7.2.3.2 Displaying Client Nodes

You use the query node command to display client nodes. If you do not specify a
node name, all nodes are displayed. If you do specify a node name, only that
node’s information is displayed.

The administrative command to display the list of all nodes and the results of the
command should look similar to this:

adsn» query node
Node Nane PatformPolicy Domain Days S nce Days S nce Locked?

Nane Last  Password

Access Set

s WnNT  WIRKSIN <1 <1 N
A Jl A X SFRVER <1 <1 N
PAGIPARO WnNT SHRER 4 12 N
PUTNEY A X SFRVER <1 <1 N

The administrative command to display full details of the node named
PAGOPAGO, and the results of that command, should look similar to this:

adsm» query node pagopago for nat =det ai |

Node Nane:

Patform

Qient CB Level:

Qient Version:

Pol i cy Donai n Nane:
Last Access Date/ Tine:
Days S nce Last Access:
Password Set Date/ Ti ne:

PAGPARD

WnNT

4.00

\Version 3, Release 1, Level 0.6
SEHRVER

29- 01- 1999 13:56: 23

4
21-01-1999 17:55: 29

Days S nce Password Set: 12

Invalid Sgn-on Gount:
Locked?:

Qont act :

Qonpr essi on:

Archive Delete A | owned?:
Backup Del ete Al owed?:
Regi strati on Date/ Ti ne:

0

No

NTA G oup
Qient’s Choi ce
Yes

No
20-01-1999 17:15: 33

Regi stering Adnmini strator: ACMN

Last Gonmuni cati on Method Used:
Byt es Recei ved Last Session:
Bytes Sent Last Session:
Duration of Last Session (sec):
Pct. lIdle Vdit Last Session:
Pct. Conm Wit Last Session:
Pct. Media Wit Last Session:
(pti onset :

R

Node Type;

Naned Pi pe
15, 680
17,038
8,677.00
4.85

0.00

0.00

Qient

7.2.3.3 Granting Access to Client Nodes

An administrator can perform all client operations on behalf of the user through
the Web backup-archive client. The administrator needs node authority to
perform those operations. An administrative user with system privilege can grant
that authority.

The administrative command to grant node authority to a client administrator
named HELPDESK, and the results of that command, should look like this:
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adsmy grant authority hel pdesk cl asses=node node=*

ANR21261 GRANT AUTHCR TY:  Admini strator HELPCESK was granted AQCESS authority
for client GOOCB

ANR21261 GRANT AUTHR TY: Adnini strator HELPDESK was granted AQCESS authority
for client AJI.

ANR21261 GRANT AUTHR TY: Adnini strator HELPDESK was granted AQCESS authority
for client PAGIPARQ

ANR21261 GRANT AUTHCR TY: Admini strator HELPDESK was granted AQCESS authority
for client PUNEY.

7.2.3.4 Changing Passwords for Client Nodes
An administrative user with either system privilege, unrestricted policy privilege,
or restricted policy privilege can change the password of a client node.

The administrative command to change the password for the client node named
COCOS to ISLAND and the results of that command should look like this:

adsn» updat e node cocos i sl and
ANR20631 Node GOO0C5 updat ed.

7.2.3.5 Deleting Filespaces for a Client Node

An administrative user with either system privilege, unrestricted policy privilege,
or restricted policy privilege for the policy domain to which the client node is
assigned, can delete node filespaces. Filespaces contain a client’s backup and
archive data. There are one or more filespaces for each client.

The del ete fil espace command creates a server process that deletes one or
more file spaces as a series of batch database transactions, thus preventing a
rollback or commit for an entire file space as a single action. If the del ete

fil espace process is canceled or if a system failure occurs, a partial deletion can
occur. In this case, a subsequent del ete fil espace command for the same node
can delete the remaining data. You must delete all backup and archive file
spaces that belong to a client node before you can delete that client node.

The administrative command to query the filespaces that belong to the client
named COCOS, and the results of that command, should look similar to this:

adsmy query fil espace cocos

Node Nane Filespace PatformFlespace Capacity Pct

Nane Type (M) Uil
aaocs \\cocos\c$ WnNT FAT 1,612.2 58.7
aaocs \\cocos\d$ WnNT NTFS 1,612.4 0.7

The administrative command to delete the filespace named \\cocos\c$ for the
client node named COCQOS, and the results of that command, should look similar
to this:
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adsne del ete fil espace cocos \\cocos\c$

ANR2238WThi s conmand will result in the deletion of all inventory references
to the data on filespaces that match the pattern \\cocoso\c$ for node GQOOCH,
wher eby rendering the data unrecoverabl e.

Do you wish to proceed? (Yes/ No) yes
ANSB003I Process nunber 6 started.

Filespace deletions can run as either a background or foreground process. The
previous example was run as a background process. You must monitor the
completion of that process though the query process command. You must view
messages from that process on the server activity log.

You can run filespace deletion in the foreground by adding the WAIT=YES
parameter to the command. Foreground processes write messages to your
session. If your filespace contains a large number of files, we recommend that
you run the process in the background.

The administrative command to delete all filespaces for the client node named
COCOS in the foreground, and the results of that command, should look similar
to this:

adsn» del ete fil espace cocos * wait=yes

ANR2238WThi s command will result in the deletion of all inventory references
to the data on filespaces that match the pattern * for node Q3005 whereby
rendering the data unrecoverabl e.

Do you wi sh to proceed? (Yes/ No) yes

ANRD984l Process 8 for DHLETE H LESPACE started in the FOREGROUND at 14: 19: 20.
ANRD800I DELETE FILESPACE * for node QJOCS started as process 4.

ANRDB02I Del ete H | espace * (backup/archive data) for node Q3005 started.
ANRD806I Del ete Fil espace * conplete for node GO0 19 files del eted.

ANRD987I Process 4 for DELETE H LESPACE runni ng i n the FOREGRAUND processed 19
itens with a conpletion state of SUXXESS at 14:19: 20.

7.2.3.6 Deleting a Client Node

An administrative user with either system privilege, unrestricted policy privilege,
or restricted policy privilege can delete a client node. Before you can remove a
client node, you must delete all backup and archive file spaces that belong to that
client node.

The administrative command to delete the client node named COCQOS, and the
results of that command, should look similar to this:

adsn® renove node cocos

Do you wish to proceed? (Yes/ No) yes
ANR20611 Node QOOC5 renoved frompolicy donai n WIRKSTN
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7.3 Client Option Sets

An ADSM client session has a set of options which are used during the backup,
archive, restore, or retrieve processes. Options can be specified in two ways:

1. In the client options file. This is mandatory during the set up of a client. A
client options file is a set of ADSM client options stored in one or two (UNIX
clients only) files on the client.

2. Using the client options set. This is optional. A client option set is a set of
ADSM client options stored in the ADSM database. An option set can be
associated with one or more ADSM clients, but an ADSM client can be
associated with only one option set.

7.3.1 Considerations

132

The options defined in a client option set are a subset of the available client
options. Options such as communications are still stored on the client machine.
When the same individual option is specified in both the local options file and the
options set, the default is that the options file version is used. However, you can
specify that individual options in an option set cannot be overridden in the client’s
local option file. Although include-exclude specifications cannot be overridden,
you can specify the sequence in which the option set specifications are
processed. Thus one set of default values can be defined for each type of client,
and the client machines can still be customized, within acceptable limits.

We recommend that you use client option sets for ease of administration.
Management of the environment is complex where the number of clients is
growing and the number of options is increasing. The use of client option sets
eases that administrative burden by centralizing the management of those
options and clients. It is easier to update a client options set once, than to
perform the same update to the local client options file on each node.

When you specify include-exclude options in both an options file and an options
set, understanding how they relate to each other is critical to understanding what
actually happens. The sequence is not obvious.

Include-exclude options in the client options set are additive options and will not
override the include-exclude options in the client options file. The sequence
number in the client option set determines the order in which the include-exclude
statements are added to the existing include-exclude statements of the client
options file. The statements from the client options set are added at the end of
the include-exclude statements of the options file, in sequence order.

For example, suppose you have the following specifications in a client option set:
include c:\test\* seqg=1
excl ude c:\worki ng\* seq=2

and the following exclude statement in your options file:

exclude c:\test\*
i ncl ude c:\worki ng\*
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The complete set of include-exclude specifications would be:

exclude c:\test\*
i ncl ude c:\worki ng\ *
include c:\test\*
excl ude c:\worki ng\ *

Note:
Include-exclude statements are read and processed from the bottom to the top.

Processing using this set of include-exclude statements would result in the files
under C \wor ki ng not being backed up, and those files under C\test being
backed up.

7.3.2 Default Environment

There are no client option sets created by default in an installed ADSM
environment.

7.3.3 Recommended Client Option Sets

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. opti onset s, which we provide to define client
option sets for our redbook environment, is shown in Appendix B.1.2, “Define
Client Option Sets” on page 244.

In our environment, we use multiple client option sets. All option sets are built
from the base option set named redbook. This option set contains options other
than the include-exclude specifications. All other option sets are based on client
platform. Each is built from the base option set with the addition of specific
include-exclude recommendations for that platform.

7.3.4 Associating a Client Node with a Client Option Set

The client node definition should be updated to use a client option set. You need
either system privilege, unrestricted policy privilege, or restricted policy privilege
for the policy domain to which the client node belongs to issue the required updat e
node command.

You can use the sel ect command to view the names of all the client option sets.
Do not use the query command, as it generates too much output, and you cannot
easily distinguish the client option set names.

The administrative command to show names of all client option sets and the
results of that command should look similar to this:

adsn» sel ect * fromcl optsets

CPTI ONSET_NAME CESCR PTT ON LAST UPDATE BY PROH LE
A X AXdients SYSADM N
NETWARE Netware dients SYSADM N
REDBOCK Redbook Base Set SYSADM N
WNDO/E Wndows dients SYSADM N
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The administrative command to associate a client option set named AlIX with the
client node named PUTNEY, and the results of that command, should look like
this:

adsn» updat e node put ney cl opt set =ai x
ANR20631 Node PUTNEY updat ed.

7.3.5 Working with Client Option Sets
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In this section we explain how to perform various processes related to client
option sets that you will find useful in your ADSM environment.

7.3.5.1 Creating a Client Option Set
Defining a client option set consists of two steps:

1. Creating the option set

2. Populating it with client options

You create a new client option set with the defi ne cl opt set command or you can
clone an existing option set with the copy cl opt set command. You can add an
option to an option set with the define clientopt command. You can remove an
option from an option set with the del ete clientopt command. You need system
privilege or unrestricted policy privilege to issue these commands.

The administrative commands to define a client option set named ALLNODES,
populate it with options, and the results of those commands, should look like this:

~
adsnr define cloptset allnodes
ANR2046] DHEFI NE QLCPTSET: (pti onset ALLNODES def i ned.

adsnm define clientopt allnodes conpression yes
ANR20501 DEFI NE QLI ENTCPT: (pti on GOMPRESSI ON defined in optionset ALLNIES

adsnm define clientopt allnodes naxcnuretries 4
ANR20501 DEFI NE QLI ENTCPT: (ption MAXOMDRETR ES defined in optionset ALLNIDES.

adsm> define clientopt allnodes verbose ’
ANR20501 DEFI NE QLI ENTCPT: (ption VERBCEE defined in optionset ALLNTES

The administrative commands to clone the client option set named ALLNODES to
another named CLONE, replace the verbose option with the quiet option, and the
results of those commands, should look like this:

adsnm» copy cl optset all nodes cl one
ANR20551 QCPY QLGPTSET: (pti onset ALLNODES copi ed to optionset QLONE

adsn» del ete clientopt clone verbose
ANR20531 DELETE QLI ENTCPT: (pti on VERBCEE, sequence nuniber 0, has been del et ed
fromoptionset CLONE

adsne define clientopt clone quiet '’
ANRR0501 DEFI NE QLI ENTGPT: ption QU ET defined in optionset ALONE
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7.3.5.2 Deleting a Client Option Set
You need either system privilege or unrestricted policy privilege to delete a client
option set with the del ete cl opt set command.

The administrative command to delete the option set named ALLNODES, and the
results of that command, should look like this:

adsn» del ete cloptset all nodes

Do you wish to proceed? (Yes/ No) yes
ANR2048] DHLETE QLCPTSET: (ptionset ALLNIDES del et ed.

The association between a node and a client option set is removed automatically
when that client option set is deleted. The node is not associated with another
client option set until you reissue the update node command.
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Chapter 8. Licensing Your ADSM System

This chapter describes the tasks of licensing an ADSM system and monitoring its
compliance. We also show how to migrate from an ADSM evaluation (try-and-buy
version) to a full ADSM version. See 2.7, “License Considerations” on page 33 for
planning considerations.

8.1 Licensed Features

© Copyright IBM Corp. 1999

The base ADSM server license supports an unlimited number of administrative
clients, one backup-archive client using named pipes protocol, and a selection of
removable media devices. Table 30 on page 137 lists all currently available
licensed features you can add on to your base ADSM server license.

Table 30. ADSM Licensed Features

Licensed feature License files

Additional backup-archive clients: The base ADSM license | iclient.lic,
supports one backup-archive client 5client.lic

10client.lic
50client.lic

Network connections: To use a network communication | network.lic
method, for example, TCP/IP

Open Systems Environment client support opensys. lic

Hierarchical storage management (HSM) clients, also | spaceman.lic
known as space-managed clients

Disaster Recovery Manager (DRM) drmlic
Enterprise Administration services entadnn.lic
Server-to-server virtual volumes support virtvols.lic
Advanced device support advdev. lic

The enroliment certificate files for all ADSM licenses are on the ADSM installation
CD-ROM. You register those licenses you want by issuing the regi ster |icense
command with the name of the enrollment certificate file. When registered, the
licenses are stored in a file named nodelock in the current directory.

Working through a licensing example should help you understand which licenses
you will need for your configuration.

Consider the following scenario. You wish to install your ADSM server on a
Windows NT system. There are different client platforms that wish to use the
ADSM service, namely, 60 AlX clients, 5 Sun Solaris clients, and 10 Windows
clients. An IBM 3575 library LO6 with 2 drives is your preferred choice for library
use. Which licenses are required?

The easiest way to work through this is by following each license type.

* Base License: 1 x Windows NT single server license, one server install for the
Windows NT platform. The single server edition includes a license for one
backup-archive client through named pipes protocol, that is, on the same
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machine as the server only, and for administrators connected to the server by
any method.

* Network Connections for clients: 1 x Windows NT Network Enabler licenses all
client types to communicate with the ADSM server over the network.

« Additional Backup-Archive Clients: There are a total of 75 clients, 76 if you
include the ADSM server itself, which is covered by the single server license.
The User registration licenses one backup-archive client. The client licenses
you buy are for the type of server platform—not for the type of client. You need
1 x NT 50 User registration, 2 x NT 10 User registration and 1x NT 5 User
registration.

« Advanced Device Support: The library you wish to use is an IBM 3575 library
LO6 with 2 drives. You need to find out whether this model is covered by the
base supported devices list (no additional license required), or whether it will
require the extended device support license. Check the URL:
htt p: //wa st or age. i bm cond sof t war e/ adsni adser cl i . ht mitser vfi x and click on
the supported devices list for the Windows NT server platform. In our example,
you need 1 x NT Extended Device Support for this model with 2 drives.

8.2 Registering Licensed Features
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If you received an ADSM evaluation (try-and-buy), the license registration is done
during the installation of the server.

If you bought a base ADSM server license, you can obtain licenses for licensed
features, and register those licenses by specifying the license files using the
regi ster |icense command:

You can register any or all of these features. For example, if you want to add 10
additional backup-archive clients, issue the following command:

adsn» regi ster license file(10client.lic)

ANR2852I Qurrent |icense information:

ANR2835] Server is licensed for 67 clients.

ANR28611 Server is |licensed to support NETVCRK connecti ons.
ANR28691 Server is |icensed for Advanced Devi ce Support.
ANR2853I New | i cense i nfor mat i on:

ANR2835] Server is licensed for 77 clients.

ANR28611 Server is |licensed to support NETVWRK connecti ons.
ANR28691 Server is licensed for Advanced Devi ce Support.

You can also register a license by specifying the product password that is
included in the license certificate file.
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8.3 Saving Your Licenses

When license registration is complete, the licenses are stored in a file named
NODELOCK in the server start directory.

Save the CD-ROM containing your enroliment certificate files if you need to
register your licenses again for any of the following reasons:

e The server is corrupted.

* The server has moved to a different machine.

« The NODELOCK file is destroyed or corrupted. ADSM stores license
information in the NODELOCK file, which is located in the directory from which
the server is started.

8.4 License Compliance

If license terms change, for example, if a new license is specified for the server,
the server conducts an audit to determine if the current server configuration
conforms to the license terms.

The server also periodically audits compliance with the license terms. The results
of this audit are used to check and enforce license terms. If 30 days have elapsed
since the previous license audit, the administrator cannot cancel the audit.

If the server uses a licensed feature but the license is not registered, the function
fails. When you issue a command associated with an unlicensed feature, ADSM
does not issue a warning message, and the command fails.

If an ADSM system exceeds the terms of its license agreement, one of the
following occurs:

* The server issues a warning message indicating that it is not in compliance
with the licensing terms.

« Operations fail because the server is not licensed for specific features.

In either case, you must contact your IBM account representative or authorized
reseller to modify your agreement.

8.5 Monitoring Licenses

There are two commands to monitor the license registration on your ADSM
system: query |icense and audit |icense.

8.5.1 Displaying License Information

Use the query |icense command to display details of your current licenses and
determine licensing compliance.
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adsn» query |icense

Last License Audit: 03/18/ 1999 11:51: 32
Regi stered Qient Nodes: 5

Licensed Aient Nodes: 77

Are network connections in use 7. Yes

Are network connections |icensed Yes
Are (pen Systens Environnent clients registered
Are pen Systens Environnent clients |icensed
|I's space nanagenent in use
I's space nanagenent |icensed
I's disaster recovery nanager in use
I's disaster recovery manager |icensed
Are Enterprise Administration services in use
Are Enterprise Admnistration services |icensed
Are Server-to-Server Mrtual Vol unes in use
Are Server-to-Server Mrtual Vol unes |icensed ?:
I's Advanced Devi ce Support required?:
I's Advanced Device Support |icensed ?:
Server License Gonpl i ance:

NWIVIVIV IV IV IV

5556555655858
o

8.5.2 Auditing Licenses

An administrator can monitor license compliance by issuing the administrative
command audi t |icenses. This command is used to compare the current
configuration with the current licenses.

adsn® audit |icenses
Sessi on established wth server PALANA A X RS 6000
Server Version 3, Release 1, Level 2.15
Server date/tine: 03/18/1999 16:29:14 Last access: 03/18/ 1999 16:04: 24

ANR2817] AUD'T LICENSES. License audit started as process 31.
ANSB003I Process nunber 31 started.

— Note:

During a license audit, the server calculates, by node, the amount of backup,
archive, and space management storage in use. This calculation can take a
great deal of CPU time and can stall other server activity. Use the
NOAUDITSTORAGE server option to specify that storage is not to be
calculated as part of a license audit.

8.5.3 Scheduling Automatic License Audits

Use the set |icenseaudit peri od command to specify the number of days between
automatic audits performed by the ADSM server.

adsn» set |icenseauditperiod 30
ANR28141 SET LI CENSEALDI TPER (D Li cense audit period changed to 30 days.
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8.6 ADSM Evaluation License

A 60-day evaluation (try-and-buy version) of ADSM is available through the
ADSM Business Partner or IBM representative. This try-and-buy version provides
the same functions as the standard licensed product.

The only difference is that with the try-and-buy product, the licensing package is
not available and installed. You are limited to 50 ADSM clients. The try-and-buy
product differs slightly from the standard licensed product in both content and
installation.

MVS Users:

There is no ADSM evaluation for MVS available.

You can apply maintenance to a try-and-buy version of ADSM.
If you later choose to buy ADSM, you can install the licensed product over the
try-and-buy product. To upgrade to the licensed product, do the following:
e On Windows NT:
1. Mount the ADSM licensed product CD in your CD-ROM drive.

2. Start installation, choose customized installation, and select only the
license files.

e On UNIX:
1. Mount the ADSM licensed product CD in your CD-ROM drive.
2. Install the license package (adsmlicense on AlX).
Only the license file is installed, and no server or user data will be lost. After

installing the license package, register any licensed features that you purchased
as described in 8.2, “Registering Licensed Features” on page 138.
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Chapter 9. Administrative Client

© Copyright IBM Corp. 1999

The ADSM administrative client provides an interface to an ADSM server that
allows an ADSM administrator to manage and control ADSM resources. This
chapter discusses how to install an ADSM administrative client and what options
to configure. Some examples are shown of the interfaces for various types of
access.

There are two types of administrative clients in ADSM Version 3:

* The administrative client code which includes the command line interface on
most client platforms

* The Web administrative interface

— Windows Users:

The ADSM Windows client also provides an ADSM administrative graphical
user interface (GUI). However, since the introduction of the Web administrative
interface, its usage less frequently required, and therefore it is not further
mentioned in this redbook.

MVS Users:

A TSO administrative interface is available on MVS platforms, but is not
discussed here. See the ADSM V3R1 MVS Quick Start, (GC35-0276) for more
information.

Confusion runs rampant in trying to differentiate between the Web administrative
interface and the Web backup-archive client. These two totally separate functions
have similar names, are accessed by similar means, and both use IDs that are
defined as administrators.

The Web administrative interface connects to an ADSM server via the Web to
present an interface to a true ADSM administrator session. It is used by an ADSM
administrator to configure, monitor, and control an ADSM server just as they
would use the command line interface.

The Web backup-archive client connects to an ADSM backup-archive client via
the Web to present an interface that remotely performs the functions of the
backup-archive client on that client. It is used by ADSM administrators, help desk
personnel, or end users to manually back up, restore, archive, or retrieve files on
a remote client without having to physically visit the client. To enforce security,
the Web backup-archive client connects to a backup-archive client using an
ADSM administrator ID with NODE authority. This eliminates unique security
definitions on every client for the ADSM administrators, help desk personnel, or
end users. For more information about the Web backup-archive client, see 10.5,
“Web Client Usage” on page 179.
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9.1 Code Installation

ADSM server and client code fixes and enhancements are released on a regular
basis. The fixes are available from IBM via the internet or on CD-ROM. See 3.1,
“Latest Code Updates” on page 37 for further information.

This section describes the installation procedures for the following:
« Administrative command line interface

* Web administrative interface

Use of any administrative client requires defining an administrator ID with the
appropriate authority. See 7.1.3, “Recommended Administrators” on page 124 for
information on creating an administrator ID.

9.1.1 Administrative Client Code

Typically, the administrative client code is installed on a remote workstation.
Installation of the ADSM administrative client code is an option that can be
selected during the installation of the backup-archive client code. For information
on installing your version of the client software, see ADSM V3R1 Installing the
Clients (SH26-4080).

9.1.2 Web Administrative Interface

Installation of the Web administrative interface happens automatically during the
installation of the ADSM server code. To enable the Web administrative interface,
place the following options in the server option file dsnserv. opt on the ADSM
server:

¢« COMMMETHOD HTTP to select the communication method

« HTTPPORT 1580, or let them default, to select the TCP/IP port that ADSM will
use to communicate with the Web administrative interface

Note:

At server initialization, the server reads the server options file. If you update a
server option by editing the file, you must remember to stop and restart the
server to activate the updated server options file.

The Web administrative interface requires a Java 1.1.5-capable Web browser
such as Microsoft Internet Explorer 4.01 or Netscape 4.06 on the administrator’s
workstation. Using a Web browser means that ADSM code is not required on the
Web browser workstation.

9.2 Customization

The following describes the various settings for the administrative interfaces.

9.2.1 Administrative Client

Use of the command line interface requires a client options file to be present on
the client.
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Client options for an administrative client (other than the Web administrative
interface) are set in the client option files dsmopt . Assuming a TCP/IP
communications method, the only required option is the TCPSERVERNAME. We
strongly recommend using a DNS name instead of the dotted IP address

(xxx. xxx. xxx. xxx) for the TCPSERVERNAME. A dotted IP address is inflexible,
because it creates management issues if the ADSM server is moved, or the
addressing scheme is changed. Other useful parameters are the setting the date,
time, number and language format options. Table 31 on page 145 summarizes
some of the administrative client options.

Table 31. Administrative Client Options

Option Notes
TCPSERVERNAME | kindu The DNS name or IP address
TCPPORT 1500 Default
DATEFORMAT 3 YYYY-MM-DD
TIMEFORMAT 1 hh:mm:ss
LANGUAGE AMENG American English
NUMBERFORMAT 1 1,000.00

9.2.2 Web Administrative Interface

No setup is required to use the Web administrator client, assuming that you have
a compatible Web browser and TCP/IP available on the administrative
workstation.

9.3

Interfaces

This section discusses the command line and the Web administrative interfaces
available with ADSM, and also the Web backup-archive client as an
administrative interface for the backup-archive client.

9.3.1 Command Line Interface

The command line interface has the benefit of being a character mode interface,
and thus is well suited for those users who want to type the commands. You may
also consider using it when you cannot access the Web administrative interface.

To start the command line interface, you must execute the administrative client
program by typing DSMADMC in the operating system prompt. You are then
prompted for an administrative user ID and password. Without authenticating,
you cannot logon to the ADSM server. The following shows the start of an
administrative client session on UNIX:

Administrative Client 145



ki ndu: [/ usr/| pp/ adsmibi n] $ dsnadnt

ADSTAR O stributed Sorage Minager

Gonmand Li ne Adnministrative Interface - Version 3, Release 1, Level 0.6
(Q Qopyright IBMQorporation, 1990, 1997, Al R ghts Reserved.

Enter your user id: sysadmn
Enter your password:
Session established with server PAGIPAGQ Wndows NT
Server Version 3, Release 1, Level 2. 13
Server date/tine: 02/11/1999 11:23:09 Last access: 02/11/1999 11:04: 49

adsny

You then get the prompt adsn» to type the administrative ADSM commands. Once
an administrative command is executed, you always return back to the adsm»
prompt. This interactive method is also called loop mode. If you use the
interactive mode, you do not have to re-enter your password with each command.

Another method to start an administrative session is the so-called batch mode.
You simply type DSMADMC together with the adminstrative 1D, the password,
and the actual command that you want to execute. In this mode, the
administrative client processes the command and returns to the operating system
prompt.

Help is available from the adsn» command prompt by typing hel p xxx where xxx is
blank, a command, or an ADSM message humber.

A variant of the command line interface is available from inside the server utilities
supplied with the Windows server code.

9.3.2 Web Administrative Interface
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In ADSM Version 3 the Web administrative interface is the primary interface for
administration. It incorporates Java applets and provides the following functions:

« ADSM enterprise console

The enterprise console displays ADSM as a single entity in the enterprise. Itis
an interface that integrates ADSM server and client functions for the
administrator as a single application to manage ADSM in a distributed
environment

* Server function

The Web administrative interface is an ADSM server function and consists of
an integrated Web server and a new HTTP server communications protocol.

« Browser requirements

The Web administrative interface can be used from any workstation running
an HTML 3.0 compliant Web browser with support for Java 1.1.5 or higher.
Netscape 4.03, 4.04, and 4.05 requires a JDK 1.1.5 upgrade for this support.
Netscape 4.06 has the required Java support. Microsoft’s Internet Explorer
4.01 has the required Java support.
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e Security

Security for the Web administrative interface is based on enhanced logging of
Web-based sessions, password restrictions, and administrator lockout
capabilities. In addition, Secure Sockets Layer (SSL) communications has
been introduced in Version 3.1.2.

« Administrative functions
The Web administrative interface can be used to perform all administrative
functions graphically, and it provides a command line and server event viewer.

The Web administrative interface connects to an ADSM server through the Web
to present an interface to a true ADSM administrator session. Using a Web
browser means that you actually do not have to have any ADSM code on the Web
browser workstation.

To access the Web administrator interface, start your Web browser. In the
Location or Address field, enter the URL:

http:// <server nane>: 1580

where <servername> is the TCP/IP DNS name or dotted IP address of your
ADSM server machine, and 1580 is the TCP/IP port number set by the
HTTPPORT option.

Figure 19 on page 147 shows the Web administrative interface logon screen.

TS

L ADSM Server Administration - Netscape

e Edit iew Go Communicator Help
W'thookmarks J‘ Location:Ihttp:.-".-"pagopago:‘lSSD.-" j@'w’hat'sﬁelated m

ADSM Server Administration
D -

Userid: |admin

Password: |*******|

Submit |

Licensed Materials - Property of IEM
5639-C59 () Copyright IBM Corporation 1990, 1998. All rights reserved.
U.5. Government Users Restricted Rights - Use, duplication or disclosure
restricted by GSA ADP Schedule Contract with IBW Corporation.

’E == | | Document: Done

Figure 19. Web Administrative Interface Logon Screen
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When an administrator logs in to the server through the Web administrative
interface, the ADSM enterprise console is displayed. The enterprise console
consists of three frames. Additional command line and event viewers can be
displayed.

« Banner Frame: The banner frame indicates which server you are connected to
(server name, platform, and version, release, level) and the fact that you are
using the ADSM enterprise console. It also indicates the name you are logged
on to as administrator.

The only operable control on the banner frame is a selection button that you
can use to choose whether you want to display the command line and the
event viewer. You can turn those windows off or on, depending on what you
want to see in your browser display. Another option offers you the ability to log
off (forcing reauthentication).

« Tree Frame: A collapsible tree is used for navigation. The content and layout
are determined by the “view” that you have chosen. The initial branches of the
tree are the views from which you can choose. Views are simply paradigms
that are used to navigate to the objects in the enterprise that you want to use.
Available views are operation, network, configuration, and object.

e Detail Frame: The detail frame displays detailed information about the item
that you have selected from the tree frame. All operations that are available to
manipulate the selected item are provided in the form of a pull-down menu in
the top-right corner of the detail frame. For example, when a server group is
selected, its attributes are displayed in the detail frame. Operations are
provided for adding servers to the group, removing servers from the group,
and defining new server groups.

« Command Line: An administrative command line can be displayed by
selecting it from the selections pull-down menu in the banner frame.

« Event Viewer: A server event viewer can be displayed by selecting it from the
selections pull-down menu in the banner frame.

Figure 20 on page 149 shows the ADSM enterprise console with the Server
Status screen and an open drop-down box with the Set password expiration
option selected. Also shown are the administrative command line and the event
viewer.
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DSM Server Administration - Netscape
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Figure 20. ADSM Enterprise Console in Web Administrative Interface

The Web administrative interface has a drop-down box in the upper right corner
of the screen that allows you to perform three functions: show a command line,
show an event line, and log off the ADSM administrator. In the command line
area, you can issue any ADSM command that could be issued from the command
line interface. The event line displays the command issued as a result of
performing a function using the Web administrative interface. It maintains a
history of the commands that have been issued in this session. Both the
command line and the event line can be displayed at the same time.

The Web administrator session must re-authenticate after the time set in the
ADSM server setting WEBAUTHTIMEOQOUT expires. At the next interaction with
the ADSM server, you are prompted to enter your administrator ID and password.
This time frame is based on wall clock time, not on the time since the last
transaction. For example, if WEBAUTHTIMEOUT 10 is set, then every 10
minutes you will be prompted to re-authenticate, whether you have been active in
those 10 minutes or not. Setting WEBAUTHTIMEOQOUT to zero indicates no
timeout will occur.

We recommend that you use the Web administrative interface because it is
platform-independent, it is location-independent (you only need a Web browser)
and it allows you to perform all ADSM administrator functions.
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Chapter 10. Backup-Archive Client

This chapter covers the steps you need to perform after installing the code from
the installation media. It shows you how to use the backup-archive client
interactively by using the command line interface and the GUI. It also shows you
how to configure the backup-archive client to work either as a foreground
program or as a background process, so that you can automate the backup
processes using the scheduler facility. See 2.1, “Client Environment Data” on
page 9 for planning considerations.

10.1 Code Installation

ADSM server and client code fixes and enhancements are released on a regular
basis. The fixes are available from IBM through the internet or on CD-ROM. See
3.1, “Latest Code Updates” on page 37 for further information.

10.1.1 Backup-Archive Client Code

The backup-archive client is the software piece that goes in the machine that you
need to backup. After installing the client code and customizing how it should
interact with the ADSM server, you have a working machine ready to send and
receive data.

For further assistance on code installation procedures, see the ADSM manual
ADSM V3R1 Installing the Clients (SH26-4080).

10.1.2 Web Backup-Archive Client

The Web Backup-Archive Client Main Window is shown in Figure 21 on page
151. Its functions are described in the following sections.

H# ADSM Web Backup/Archive Client - Metscape

File Edit “iew Go Communicator Help

- @'W’hat's Related m

P == | | e e = 2|

Figure 21. Web Backup-Archive Client Main Window
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The Web client consists of new client components that must be installed and
configured before the client can be accessed with a Web browser.

The Web client is installed with the backup-archive client package. It is not a
separate package as was the Webshell client that it replaces. The Web client
consists of two new processes on the client workstation: the client acceptor and
the remote client agent.

The client acceptor is an HTTP daemon that serves the Web client Java applet to
the Web browser. The name of the executable is DSMCAD. On AIX and other
UNIX clients, it should be run as a daemon. For Windows NT it is installed and
run as a service. For Windows 95 and 98 it must be executed in a DOS window.
For NetWare it is an NLM that should be loaded as part of the NetWare startup.

The remote client agent performs the client functions initiated with the Web client
interface. The name of the executable is DSMAGENT. The agent does not have
to be running all the time. The acceptor daemon starts the agent when client
functions are initiated through the Web client interface.

10.2 Customization

The following describes the different settings for the backup-archive client and
the Web backup-archive client.

10.2.1 Backup-Archive Client
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This section summarizes the steps you must follow to customize your client
installation:

e Setting environment variables
« Defining client options files

« Defining include-exclude lists

For a more detailed explanation see ADSM V3R1 Installing the Clients
(SH26-4080)

10.2.1.1 Environment Variables
The following are the variables you must update and set in your client
environment:

* PATH: This is the default search path the operating system uses to locate
executable files. Set this to include the fully qualified paths of the ADSM client
directories.

« DSM_CONFIG: ADSM uses this environment variable to locate the client
options file dsmopt . It points to the client user options file for users who create
their own personalized options file.

« DSM_DIR: ADSM uses this environment variable to locate all other client files.
It points to the executable files DSMTCA and DSMSTAT, the resource files,
and the dsmsys file (on UNIX only).

« DSM_LOG: This points to the directory where you want the dsnerror. | og file to
reside. The error log file contains information about any errors that occur
during processing. The error log is intended for IBM service personnel to help
you diagnose severe errors.
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10.2.1.2 Options File

ADSM includes options that control processing for user sessions. For example,
you can use options to inform ADSM which communication method to use, or
what format to use for dates.

We provide recommended options files for the various client platforms, as the
layout of the supplied options file is not easy to understand. Appendix B.3, “Client
Options Files” on page 254 contains our client option files.

The backup-archive client has at least one configuration file, which is divided into
the following parts:

« Communication options
e Operational options
« Site-dependent options

¢ Include-exclude options

Some of the configuration steps that you perform from the client side may need
complementary configuration on the ADSM server side.

On all non-UNIX platforms, all options reside in the client options file dsm opt
(Preferences file for Macintosh) which resides by default in the ADSM client
directory.

On UNIX, you can set options in three different files:

« Client system options file: In the client system options file, a root user sets
options that are required to establish communication with an ADSM server,
and options that authorize users on your workstation to use ADSM services.
A root user can also set options that affect backup and archive processing,
and options that affect scheduled services.

¢ Include-exclude options file: In the include-exclude options file, a root user can
set options to exclude specific files from backup services. In addition, a root
user can set options to associate specific files with different management
classes.

e Client user options file: In the default client user options file, a root user can
set options that determine which ADSM server your client node contacts, and
that specify the formats to use for date, time, and numbers. A root user can
also set options that affect backup, archive, restore, and retrieve processing.
In addition, users can also create their own personalized client user options
file if they want to use different options. Users can overwrite an option
contained in a client user options file by entering a different value for the
option with an appropriate ADSM command.

We provide recommended client options files for various client platforms, as the
layout of the supplied options file is not easy to understand. Appendix B.3, “Client
Options Files” on page 254 contains our client option files. We assume that
TCP/IP is the network protocol. Most options can be centrally set using client
option sets. We also provide examples in Appendix B.1.2, “Define Client Option
Sets” on page 244 for various client platforms.
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For more detailed information about client options, refer to the following ADSM
manuals:

« ADSM V3R1 Using the UNIX Backup-Archive Client (SH26-4075)

* ADSM V3R1 Using the OS/2 Backup-Archive Client (SH26-4076)

« ADSM V3R1 Using the NetWare Backup-Archive Client (SH26-4077)
« ADSM V3R1 Using the Windows Backup-Archive Clients (SH26-4078)

Communication Options

Any ADSM client needs some basic communication settings to send or receive
data. You can choose any protocols that are supported in ADSM to use in your
environment, provided that both client and server are properly configured for
them. Depending on the type of ADSM server, you may need extra help from the
system administrator to have all the necessary communication definitions in
place. The server is most likely to have many communication protocols
configured. If that is the case, you may choose any of those to start
communicating with the ADSM server.

The following is a list of communication options you need to set:

¢ COMMMETHOD: The COMMMETHOD option specifies the communication
method you are using to provide connectivity for client-server communication.
The ADSM server configuration file (dsnserv. opt) must have specified the
same communication method with a valid port address, so that the server can
accept client requests.

« TCPSERVERADDRESS: This option specifies the TCP/IP address for an
ADSM server. This is either the IP address or the name of the ADSM server. If
you choose to use the name, make sure that there is a hame resolution
service (DNS, HOSTS, WINS) in place for the TCP/IP configuration in the
client machine. Otherwise, you may not be able to connect to the ADSM
server. Bear in mind that if you use name resolution to figure out a server
address, you will depend on the name resolution protocol to be up and
running, which may not be desirable due to network problems that you may
experience on the naming resolution services. If you believe that name
resolution may not be always available during your backup windows, consider
using the IP addresses instead. Although it gives you less flexibility, it will work
despite any name resolution service problem.

e TCPPORT: The TCPPORT option specifies a TCP/IP port address for an
ADSM server. By default, this value is 1500.

« TCPWINDOWSIZE: This option specifies the size, in kilobytes, of the TCP/IP
sliding window for your client node. This setting is highly operating-system
specific. You must only use the allowed values for your TCP/IP
implementation.

« TCPBUFFSIZE: This option specifies the size, in kilobytes, of the ADSM
internal TCP/IP communication buffer. This setting is highly operating-system
specific. You must only use the allowed values for your TCP/IP
implementation.

« NODENAME: This option assigns a new name to your client node if you do not
want to use the default. The default is the hostname of your client machine,
which we recommend using.
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Operational Options
The following list gives some examples of client options for backup, restore, and
scheduling services.

« PASSWORDACCESS: This option specifies whether you want your ADSM
password generated or set as a user prompt. We highly recommend setting
PASSWORDACCESS to GENERATE.

« REPLACE: The REPLACE option specifies what you want ADSM to do when it
restores files that already exist on your workstation. This option applies to the
restore and retri eve commands only.

* SUBDIR: The SUBDIR option specifies whether you want ADSM to include
subdirectories of named directories. This option applies, for example, to
sel ective, restore, archive, and retri eve.

« TAPEPROMPT: This option specifies whether to wait for a tape to mount if it is
required for a backup, archive, restore, or retrieve process, or to prompt you
for a choice.

« SCHEDMODE: The SCHEDMODE option specifies whether you want to use
the client-polling mode (your client node periodically asks the ADSM server for
scheduled work), or the server-prompted mode (the server contacts your client
node when it is time to start a scheduled operation). All communication
methods can use the client polling mode, but only TCP/IP can use the server
prompted mode.

Site Dependent Options

If your locale is not the USA, then we recommend that you adjust the date,
number, and time format options and also the language option in your client
options file to support your requirements.

Include-Exclude Options

The include-exclude options may be placed either as part of the client options file
dsmopt on non-UNIX platforms, or in a separate file, the include-exclude file on
UNIX. On UNIX, you need to add the name of the file in your client system
options file dsm sys with the keyword INCLEXCL as shown as follows:

I NOLEXCL /adsni phi l'i p/inclexcl.file

The INCLUDE option specifies files within a broad group of excluded files that
you want to include for backup services. You also use this option to assign a
management class either to specific files or to all files to which you have not
already assigned a specific management class, and for which you do not want
ADSM to use the default management class.

The EXCLUDE option excludes files from backup services. When you back up
files, any files you exclude are not considered for backup. For example, we
recommend you exclude the ADSM installation directory.

Include-exclude options are checked from the bottom up to the top of the list until
a match is found. If a match is found, the processing stops and checks whether
the option is INCLUDE or EXCLUDE. If the option is INCLUDE, the file is backed
up, using the assigned management class. If the option is EXCLUDE, the file is
not backed up.

See Appendix B.1.2, “Define Client Option Sets” on page 244 for examples of
include-exclude lists.
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10.2.2 Web Backup-Archive Client

Three client options are important for the Web client. The PASSWORDACCESS
option must be set to GENERATE and the password must be generated by
running a backup-archive client session. The remote client agent establishes
connection to ADSM in the same manner as the backup-archive GUI and
command line clients. It requires the generated client password to authenticate a
client session when the Web client is used.

The acceptor daemon listens on a TCP/IP port for incoming connections from an
administrator’'s Web browser. By default it listens on port 1581. This default port
can be overridden with the new HTTPPORT client option.

The new REVOKEREMOTEACCESS option has two possible values: NONE,
which is the default, and ACCESS. If the option is set to NONE, any administrator
userid with client access or client owner authority can perform client operations. If
the option is set to ACCESS, administrator userids with only client access
authority are prevented from performing remote client operations. A pop-up
message displayed in the Web browser indicates that the administrator userid
being used has insufficient authority. This option does not prevent administrators
with client owner or higher authorities from performing client functions. Table 32
on page 156 summarizes the Web client options.

Table 32. Web Client Options

Option
PASSWORDACCESS GENERATE
HTTPPORT 1581
REVOKEREMOTEACCESS NONE

10.3
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Interfaces

ADSM client interfaces let you submit and receive information from the ADSM
server. In this section we describe how you can start, use, and stop the two
available client interfaces: the command line and the GUI. Table 33 on page 156
lists all available backup-archive client interfaces by platform.

Table 33. Backup-Archive Client Interfaces by Platform

Platform Command Line GUI Web backup-archive
Interface client

Apple Macintosh X

Data General X X

DG/UX

Digital UNIX X X X

Hewlett-Packard X X X

HP/UX

IBM AIX X X X

IBM OS/2 X X X

IBM OS/390 UNIX X X

System Services V2 only

Getting Started with ADSM: A Practical Implementation Guide




Platform Command Line GUI Web backup-archive
Interface client

Microsoft Windows X X X

95, 98, and NT/Intel

Microsoft Windows X X

NT DEC Alpha

NCR UNIX SVR4 X X

NEC EWS-UX/V X X

Novell NetWare X X

SCO UNIX X X

Sequent PTX X X

Siemens Nixdorf X X

Reliant UNIX

Silicon Graphics X X X

IRIX

Sun Solaris X X X

Although you can also have a Web backup-archive client interface, this one is
much more related to remote administrative operation of the backup-archive
client. You can use the Web interface to remotely execute most of the
backup-archive client operations by using an administrative user. For further
details on Web backup-archive client interface, see 10.5, “Web Client Usage” on
page 179.

There are minor differences between the backup-archive client code among the
platforms. For example, in Windows NT you have specific options to handle the
NT Registry information, which is not found in any other platform. Despite those
specific options, all commands are the same except for the filespace specification
for each platform (in UNIX this is /usr/ | pp, and in Windows this is D \ newdi r).
Although the examples in this section are based on a UNIX machine, we also
give examples of Windows commands.

10.3.1 Command Line

The command line interface has the benefit of being a character mode interface,
and thus is well suited for those users who want to type the commands. You may
also consider using it when you cannot access the GUI or when you want to
automate a backup process by using a batch processing file. You may use it for
backup, restore, archive, retrieve operations and to start the ADSM scheduler.

10.3.1.1 Starting a Session
To start the command line interface, you must execute the backup-archive client
program by typing DSMC in the operating system prompt.
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ki ndu: [/ usr/| pp/ adsni bi n] $ dsnt

ADSTAR O stributed S orage Manager

Gonmand Li ne Backup Qient Interface - Version 3, Release 1, Level 0.6
(Q Qopyright IBMQorporation, 1990, 1998, Al R ghts Reserved.

dsne>

You then get the prompt dsnt> to type the backup-archive client commands.
When issuing the first command, you may be prompted for your password before
the command is executed. This is when you are not using automatic password
handling. If you set up your client to use automatic password handling, this is
when you set the PASSWORDACCESS option to GENERATE, the command you
issue is executed directly.

Once a command is executed you always return back to the dsnc> prompt. This
interactive method is also called /oop mode.

Another method to start an administrative session is the so-called batch mode.
You simply type DSMC together with the actual command that you want to
execute. In this mode, the backup-archive client processes the command and
returns to the operating system prompt. This is the recommended way to use the
DSMC command, since it makes automation straightforward. You can have all
separate DSMC commands in a batch file for automatic processing.

Help is available from the dsnt> command prompt by typing hel p and then
selecting a number from the list.

dsne> hel p

The fol lowing hel p topics are avail abl e.
Enter the nunber of the desired hel p topic or 'q to quit,
'd to scroll down, 'u to scroll up.

- Wi ng Gomands
- ARKH VE

- CANCHL RESTCRE
- DELETE ACCESS

- DELETE ARCH \E
- DELETE H LESPACE

QOCO~NOUIRARWNRFRO
[ T
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10.3.1.2 Running Backup Operations

To start backing up a file, directory, or the whole machine, you use the

i ncrenental command. This command backs up all new or changed files in your
default client domain, or in the file systems you specify that are not excluded from
backup operations.

Another backup command is the sel ecti ve command. During a selective backup,
ADSM sends copies of the files to the server even if they have not changed since
the last backup. This might result in having more than one copy of the same file
on the server. If that occurs, you might not have as many different file copy
versions on the server as you intended. Your version limit might consist of
identical files. To avoid that, use the i ncrenental command to back up only
changed and new files.

Table 34 on page 159 gives you some examples on how to perform a backup
operation using a UNIX backup-archive client:

Table 34. Backup Command Examples: UNIX

If you want to perform this ..... .... then this is the client command

Incremental backup of the client domain dsnt i ncrenent al

Incremental backup of a filesystem (/home) | dsnt i ncrenental /hone

Incremental backup of all files in a directory | dsnt i ncrenmental /hone/l uci a/
(/home/lucia)

Incremental backup of all files in a directory | dsnt i ncrenent al [ hore/ | uci &/
(/home/lucia) and all its subdirectories - subdi r=yes

Selective backup of a filesystem (/home) | dsnt sel ective /hone/ -subdir=yes
and all its subdirectories

Selective backup of all files in a directory | dsnt sel ective [ hore/ | uci &/
(/home/lucia) and all its subdirectories - subdi r=yes

Table 35 on page 159 gives you some examples on how to perform a backup
operation using a Windows backup-archive client:

Table 35. Backup Command Examples: Windows

If you want to perform this ..... .... then this is the client command
Incremental backup of the client domain dsnt i ncrenent al
Incremental backup of the C: volume only dsnt increnental c:

Incremental backup of all files in a directory | dsnt increnental c:\work\*.*
(C:\work)

Incremental backup of all files in a directory | dsnt i ncrenent al c:\work\*. *
(C:\work) and all its subdirectories - subdi r =yes

Selective backup of a directory (C:\work) dsnt sel ective c:\work\*. *

Selective backup of all files in a directory | dsnt sel ective c:\work\*. *
(C:\work) and all its subdirectories - subdi r=yes
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The following is an example incremental backup operation and its command
output:

dsne> i ncrenental /hone -subdi r=yes

I ncrenental backup of vol une ' /hong’

Drectory--> 512 /hone/ [ Sent]

Drectory--> 512 /hone/ adsm [ Sent ]

Drectory--> 512 /hone/ cl audi a [ Sent]

Drectory--> 512 /hone/ dani el a [ Sent]

Drectory--> 512 /hone/ fred [ Sent]

Drectory--> 512 /hone/ guest [ Sent]

Drectory--> 512 /hone/ | ost +f ound [ Sent ]
Drectory--> 512 /hone/ adsmerrors [ Sent]
Drectory--> 512 /hore/ adsmi out put s [ Sent ]

Normal FHle--> 292 / hore/ adsmi adm n. ksh [ Sent ]

Normal Fle--> 384 / hone/ adsni consol e. ksh [ Sent ]
Normal Fle--> 1, 637 / hone/ adsni devconfig. out [ Sent]
Normal Fle--> 59, 312 / hone/ adsmidsnerror.|og [ Sent]
Normal Fle--> 0 /hone/ adsnifileexit.out [Sent]
Normal Fle--> 676 / hone/ adsmi set up. ksh [ Sent ]

Normal Fle--> 19, 760 / hone/ adsni vol hi st. out [Sent]
Normal Fle--> 1,226 /hone/ adsmierrors/error.out [Sent]
Normal Fle--> 649 / hone/ adsmi out put s/ hw definitions [ Sent]
Normal Fle--> 111 /hone/ adsnmiout put s/ 1 i censes [ Sent]
Normal Fle--> 181 /hone/ adsniout put s/ stg_definitions [Sent]
Normal Fle--> 1 /hone/ adsni out put s/ vari ous [ Sent]
Normal Fle--> 20, 092 / hone/ cl audi &/ nodul es. txt [Sent]
Normal Fle--> 64, 761 / hone/ dani el a/ adsmgi f [ Sent]
Normal Fle--> 0 /hone/ fred/xl ogfile [Sent]
Successful increnental backup of ’/hone’

Total nunber of objects inspected: 24

Total nunber of objects backed up: 24

Total nunber of objects updated: 0

Total nunber of objects rebound: 0

Total nunber of objects del eted: 0

Total nunber of objects failed: 0

Total nunber of bytes transferred: 165. 41 KB

Data transfer tine: 0. 07 sec

Network data transfer rate: 2,102.91 KH sec

Aggregate data transfer rate: 110. 55 KH sec

(pj ects conpressed by: 0%

H apsed processi ng tine: 00: 00: 01

10.3.1.3 Running Restore Operations

To restore a file, a directory, or even the whole machine, you need to know two
things: what you want to restore (file name, directory), and optionally from when
(point-in-time) if you want to restore a file other than the most recent one.

Important: you do not need to know where the data actually is. When you request
a file, ADSM looks into its database and mounts the desired volume. The restore
command obtains copies of backup versions of your files from an ADSM server.

To restore files, specify the directories or selected files. You also can select the
files from a list using the PICK option with the restore command, as shown in the
following command:
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dsnt> restore /hone/ | andzett/* -pick
ADSM crol | abl e PP K Wndow - Restore
# Backup Date/ Ti ne File Sze Al Fle
1. | 03/10/99 15:02:00 100 A /hone/landzett/. Xauthority
2. 03/10/99  15:02: 00 1541 A /hone/l andzett/.acrorc
3. | 03/10/99 15:02: 00 237 A /hone/|andzett/. acrosrch
X 4. 03/10/99  15:02: 00 2681 A /hone/landzett/.adsmc
X 5. 03/10/99  15:02: 00 512 A /hone/landzett/. dt
X 6. 03/10/99  15:02: 00 3968 A /hone/landzett/.dtprofile
X 7. 03/10/99  15:02: 00 491 A /hone/landzett/.kshrc
8. | 03/10/99 15:02: 00 11 A /hone/landzett/.nh_profile
9. 03/10/99  15:02: 00 512 A /hone/ | andzett/ . net scape
10. 03/10/99  15:02: 00 0 A /hone/landzett/ . newsrc- news
11. | 03/10/99 15:02:00 327 A /hone/landzett/.profile
12. 03/10/99  15:02: 00 2494 A /hone/l andzett/.sh_history
13. | 03/10/99 15:02:00 512 A /hone/| andzett/ Ml
14. | 03/10/99 15:02:00 1988 A /hone/l andzett/admn. | og
0--------- 10-------- 20-------- 30-------- 40-------- 50-------- 60-------- 7
<W=p <D>=Down <T>=Top <B>=Bottom <R¥>=Right <L#>=left
<Gt>=(to Line # <#>=Toggle Entry <+>=Select Al <->=Deselect Al
<# #+>=Sel ect A Range <#: #->=Desel ect A Range <OG=k <C=Cancel
pi ck>

4

You can restore files to the directory from which you backed them up, or you can
restore files to a different location. Depending on what you want to restore, you
may need to use the PRESERVEPATH option, which specifies how much of the
source path you want to preserve and append to the destination path specified
with the restore operation.

A file copy can be in one of three states: active, inactive, or expired. An active file
copy is the most current copy of the file, an inactive file copy is a previous copy of
the file, and an expired file copy is a copy to be removed from the ADSM server.
Only active versions are considered for restore unless you use the INACTIVE or
LATEST options: The INACTIVE option instructs ADSM to restore an inactive
backup if an active one is not available, and the LATEST option restores the most
recent backup version of a file, even if the backup is inactive.

Table 36 on page 161 gives you some examples on how to perform a restore
operation using a UNIX backup-archive client:

Table 36. Restore Command Examples: UNIX

If you want to perform this ..... .... then this is the client command

Restore a single file (/home/myfilel) dsnt restore /hone/ nyfil el

Restore a directory and all files from that | dsnt restore "/horne/ "
level (/home)

Restore all files in a directory (/fhome) with all | dsnt restore "/hone/" -subdir=yes
its subdirectories

Restore a full directory (/home to /temp) with | dsnt restore /hone/ nyfilel /tenp
all subdirectories and write full path on | - preservepat h=conpl ete -subdi r=yes
destination
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Table 37 on page 162 gives you some examples on how to perform a restore
operation using a Windows backup-archive client:

Table 37. Restore Command Examples: Windows

If you want to perform this .....

.... then this is the client command

Restore a single file (C:\work\myfile1)

dsnt restore c:\work\nyfilel

Restore a directory and all files from
that level (C:\work)

dsnt restore c:\work\

Restore all files from a directory (C:\work)
with all its subdirectories

dsnt restore c:\work\ -subdir=yes

Restore a full subdirectory (C:\work to
D:\temp) with all subdirectories, and

dsnt restore c:\work\ d:\tenp
- pr eser vepat h=conpl et e -subdi r=yes

write full path on destination

The following is an example restore operation and its command output. The
restored data does not exist on the client workstation prior to the restore
operation.

dsnt> restore /honme/ -subdir=yes
Restore function i nvoked.

ANS1247] Wiiting for files fromthe server...

Restoring 512 /hone/ [ Done]

Restori ng 512 /hone/ adsm [ Done]

Restori ng 512 /hone/ cl audi a [ Done]

Restori ng 512 /hone/ dani el a [ Donej

Restoring 512 /hone/fred [ Done]

Restori ng 512 /hore/ guest [ Done]

Restoring 512 /hore/ | ost +f ound [ Done]

Restoring 512 /hone/ adsmierrors [ Done]

Rest ori ng 512 /hore/ adsmi out put s [ Done]
Restoring 292 [ hore/ adsmi admi n. ksh [ Done]
Restoring 384 / hone/ adsmi consol e. ksh [ Done]

Rest ori ng 1, 637 / hone/ adsmi devconfi g. out [ Done]
Restoring 59, 312 / hone/ adsmidsnerror. | og [ Done]
Restoring 0 /hone/ adsnifileexit.out [Done]
Rest ori ng 676 / hone/ adsm set up. ksh [ Done]
Restoring 19, 760 / hone/ adsni vol hi st. out [ Done]
Restoring 1,226 / hone/ adsmierrors/error.out [Donel
Rest ori ng 649 / hore/ adsm out put s/ hw def i ni ti ons [ Done]
Restoring 111 / hore/ adsmi out put s/ | i censes [ Done]
Restoring 181 / home/ adsmi out put s/ stg_definitions [ Done]
Restori ng 1 /hone/ adsni out put s/ var i ous [ Done]
Restoring 20,092 / hone/ cl audi a/ nodul es. t xt [ Done]
Restoring 64, 761 / hone/ dani el a/ adsmgi f [ Done]
Restori ng 0 /hone/fred/xl ogfil e [ Done]

Rest ore processi ng fini shed.

Total nunber of objects restored: 24

Total nunber of objects failed: 0

Total nunber of bytes transferred:  165.49 KB
Data transfer tine: 0. 35 sec
Network data transfer rate: 472.06 KB sec
Aggregate data transfer rate: 83.60 KB sec
H apsed processi ng tine: 00: 00: 01
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10.3.1.4 Running Archive Operations

The archi ve command archives a single file, selected files, or all files in a
directory and its subdirectories on an ADSM server. You use this command to
save files that you want to keep in their present condition for a long period of
time, and to control them by expiration date only. There is no version controlling
for archives. You can also use archives to release storage space on your
workstation and delete files as you archive them using the DELETEFILES option.
Typically, you may use archives to save information that has either a legal
requirement (for example, account information, annual reports, billing
information, or annual customer reports); or an internal audit requirement (for
example, application logs, user activity information, or employee files).

When you use the archi ve command with the ARCHMC option, you can select an
available management class in the active policy set that has an archive
copygroup. This enables you to select the retention period (according to the
retention period in days specified in the archive copygroup) for all the data you
are archiving. You can also use the DESCRIPTION option to group data together,
so that they can be later retrieved without having to locate the files. This feature
is called packaging. The description is case-sensitive. The default includes the
date and time stamp of the archive operation.

Table 38 on page 163 gives you some examples on how to perform an archive

operation using a UNIX backup-archive client:

Table 38. Archive Command Examples: UNIX

If you want to perform this .....

.... then this is the client command

Archive all files from a directory (/home)

dsnt archi ve /hone/ -subdir=yes

Archive files from different directories
(/home and /temp)

dsnt archi ve /hone/ /tenp/
- subdi r =yes

Archive files from a directory (/home) to a
management class called Y1 (which is
one year retention)

dsnt archi ve /hone/ -archnt=yl

Create a new archive package called
"DANCLA-FILES" from a directory (/home)

dsnt archi ve /hone/ -subdir=yes
-descri pti on="DANCLA- FI LES"

Add files from a directory (/temp) to an
archive package called "DANCLA-FILES"

dsnt archive /tenp/ -subdir=yes
-descri pti on="DANCLA- FI LES"

Table 39 on page 163 gives you some examples of how to perform an archive
operation using a Windows backup-archive client:

Table 39. Archive Command Examples: Windows

If you want to perform this .....

.... then this is the client command

Archive all files from a directory (C:\work)

dsnt archive c:\work\ -subdir=yes

Archive files from different directories
(C:\work and C:\temp)

dsnt archive c:\work\ c:\tenp\
- subdi r =yes

Archive files from a directory (C:\work) to a
management class called Y1 (which is one
year retention)

dsnt archive c:\work\ -archnt=yl

Create a new package called
"DANCLA-FILES" from a directory (C:\work)

dsnt archive c:\work\ -subdir=yes
-descri pti on="DANCLA- FI LES'
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If you want to perform this .....

.... then this is the client command

Add files from a directory (C:\temp) to an
archive package called "DANCLA-FILES"

dsnt archive c:\tenp\ -subdir=yes
-descri pti on="DANCLA- Fl LES'

The following is an example archive operation and its command output:

~
dsnt> archi ve /hone/ -subdir=yes -description="1998files" -archnt=yl
Archive function invoked.
Drectory--> 512 /hore/ [Sent]
Drectory--> 512 /hone/ adsm [ Sent ]
Drectory--> 512 /hone/ cl audi a [ Sent]
Drectory--> 512 /hone/ dani el a [ Sent]
Drectory--> 512 /hone/ fred [ Sent]
Drectory--> 512 /hore/ guest [ Sent]
Drectory--> 512 /hone/ | ost +f ound [ Sent]
Drectory--> 512 /hone/ adsmerrors [ Sent]
Drectory--> 512 /hore/ adsmi out put s [ Sent ]
Normal Fle--> 292 / hone/ adsni adm n. ksh [ Sent ]
Normal Fle--> 384 / hone/ adsni consol e. ksh [ Sent ]
Normal Fle--> 1, 637 / hone/ adsni devconfi g. out [ Sent]
Normal Fle--> 59, 312 / hone/ adsni dsnerror. | og [ Sent]
Normal Fle--> 0 /hone/ adsmifileexit.out [Sent]
Normal Fle--> 676 / hone/ adsmi set up. ksh [ Sent ]
Normal Fle--> 19, 760 / hone/ adsni vol hi st. out [ Sent]
Normal Fle--> 1,226 /hone/ adsmierrors/error.out [Sent]
Normal Fle--> 649 / hone/ adsmi out put s/ hw defi nitions [ Sent]
Normal Fle--> 111 /hone/ adsmiout put s/ 1 i censes [ Sent]
Normal Fle--> 181 / hone/ adsniout put s/ stg_definitions [Sent]
Normal Fle--> 1 /hone/ adsni out put s/ vari ous [ Sent]
Normal File--> 20, 092 / hone/ cl audi a/ nodul es. txt [ Sent]
Normal Fle--> 64, 761 / hone/ dani el a/ adsmgi f [ Sent]
Normal Fle--> 0 /hone/fred/xl ogfile [Sent]
Archive processing of '/hone/’ finished wthout failure.
Total nunber of objects inspected: 24
Total nunber of objects archived: 24
Total nunber of objects updated: 0
Total nunber of objects rebound: 0
Total nunber of objects del eted: 0
Total nunber of objects failed: 0
Total nunber of bytes transferred:  165.41 KB
Data transfer tine: 0. 07 sec
Network data transfer rate: 2,329. 70 KB sec
Aggregate data transfer rate: 137.81 KB/ sec
(pj ects conpressed by: 0%
H apsed processi ng tine: 00: 00: 01

/

10.3.1.5 Running Retrieve Operations

The retri eve command obtains copies of archived files from the ADSM server.
You can specify either selected files or whole directories to retrieve archived files.
Use options such as description that allow you to search for the descriptions
assigned to the files when they were archived.

164  Getting Started with ADSM: A Practical Implementation Guide




Table 40 on page 165 gives you some examples on how to perform an retrieve
operation using a UNIX backup-archive client:

Table 40. Retrieve Command Examples: UNIX

If you want to perform this

.... then this is the client command

Retrieve a single file (/home/myfilel)

dsnt retrieve /hone/ nyfil el

Retrieve files from a directory (/home)

dsnt retrieve /hone

Retrieve files from a directory (/home) with a
description "project1998" and save them into
another location (/temp)

dsnt retrieve /home/ /tenp/
- subdi r =yes
-descri pti on="pr oj ect 1998"

Table 41 on page 165 gives you some examples on how to perform a retrieve
operation using a Windows backup-archive client:

Table 41. Retrieve Command Examples: Windows

If you want to perform this

.... then this is the client command

Retrieve a single file (C:\work\myfile1)

dsnt retrieve c:\work\nyfilel

Retrieve files from a directory (C:\work)

dsnt retrieve c:\work\ -subdir=yes

Retrieve files from a directory (C:\work) with
a description "project1998" and save them
into another location (C:\temp)

dsnt retrieve c:\work\ c:\tenp\
- subdi r =yes
-descri pti on="pr oj ect 1998"

Note:

PRESERVEPATH option.

1. The description field is case-sensitive.

2. The same restore rules applies for the retrieve operations, when using the

The following is an example retrieve operation and its command output. The
retrieved data does not exist on the client workstation prior to the retrieve

operation.
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dsne> retrieve /hone/ -subdir=yes -description="1998fi | es"
Retrieve function i nvoked.

Retrieving 512 / hone/ adsm [ Done]

Retrieving 512 /hone/ cl audi a [ Done]

Retrieving 512 / hone/ dani el a [ Done]

Retrieving 512 /hone/ fred [ Done]

Retrieving 512 / hone/ guest [ Done]

Retri evi ng 512 /hone/ | ost +f ound [ Done]

Retrieving 292 / hone/ adsni adni n. ksh [ Done]
Retrievi ng 384 / hone/ adsmi consol e. ksh [ Done]
Retrievi ng 1, 637 / hone/ adsni devconfi g. out [ Done]
Retrieving 59, 312 / hone/ adsni dsnerror. | og [ Done]
Retrievi ng 512 /hore/ adsmerrors [ Done]

Retrievi ng 512 /hone/ [ Done]

Retrieving 0 /hone/ adsnifileexit.out [Done]
Retrievi ng 0 /hone/ fred/ xl ogfil e [ Done]
Retrievi ng 512 /hone/ adsmi out put s [ Done]
Retrieving 676 / hone/ adsni set up. ksh [ Done]
Retrievi ng 19, 760 / hone/ adsni vol hi st. out [ Done]
Retri evi ng 1,226 / hone/ adsmierrors/ error.out [Done]
Retrieving 649 / hone/ adsn out put s/ hw defi ni ti ons [ Done]
Retrievi ng 111 / hone/ adsnmiout put s/ | i censes [ Done]
Retrievi ng 181 / hone/ adsni out put s/ st g_defi ni ti ons [ Done]
Retrieving 1 /hone/ adsmi out put s/ vari ous [ Done]
Retrievi ng 20, 092 / hone/ cl audi & nodul es. t xt [ Done]
Retrievi ng 64, 761 / hone/ dani el & adsmgi f [ Done]
Retrieve processing fini shed.

Total nunber of objects retrieved: 24

Total nunber of objects failed: 0

Total nunber of bytes transferred: 165. 49 KB

Data transfer tine: 0.19 sec

Network data transfer rate: 861. 27 KB sec

Aggregate data transfer rate: 107. 72 KB sec

H apsed processing tine: 00: 00: 01

10.3.1.6 Stopping a Session

If the ADSM backup-archive client is running in loop mode and resting at the
dsnt> prompt, then you have to enter quit to end the session. This terminates the
connection with the ADSM server and returns to the calling program, which is
normally the operating system prompt.

dsnme> qui t
ki ndu: [/ usr/| pp/ adsnd bi n] $

— Note:

If you want to terminate a running backup-archive session, you can cancel the
operation by pressing CTRL-C in the session window or ask the ADSM
administrator to issue the cancel session command. If you choose to cancel it
by using CTRL-C while there is a restore operation in progress, the ADSM
administrator needs to cancel the restartable restore by issuing the cancel

rest ore command from the ADSM server console or from an administrative
client.
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10.3.2 GUI

The GUI is a user-friendly interface with unique features for the end-user. You
may use it for all ADSM operations, but not for the ADSM scheduler.

10.3.2.1 Starting a Session

To start the GUI, you must execute the backup-archive client program by typing
DSM in the operating system prompt. The GUI has a slightly different appearance
on Windows and UNIX machines. Despite the appearance, UNIX and Windows
backup-archive clients have the same functionality. Although we will use the
Windows GUI in the next examples to show how to run client operations, keep in
mind that the same functions apply for the UNIX version as well.

Figure 22 on page 167 shows the main screen of the backup-archive client GUI
interface on Windows:

& ADSM - ADSM M=l E3
File Edit Actions LUtlities Wiew ‘Window Help

9|}3||EI|0|0”

B ADSH

ADSTARDIstbuied StorageManager:

Faor Help, press F1 i

Figure 22. Backup-Archive Client GUI: Windows

Figure 23 on page 168 shows the main screen of the backup-archive client GUI
interface on UNIX:

Backup-Archive Client 167



Figure 23. Backup-Archive Client GUI: UNIX

Depending on the features of your UNIX machine, for example, if it has the
Common Desktop Environment (CDE) installed, you can also add an option in the
workplace screen so that it is easier to start ADSM.

10.3.2.2 Running Backup Operations

To open the Backup window, click on Backup in the main window as shown in
Figure 22 on page 167. Figure 24 on page 168 shows an example of a Backup
window with some files selected.

@ ADSM - [Backup]

o File Edit Actiors  Ubities isw windon Help k =S|
G =1[=]RaRA)
Backup | E stimate | @ Help | IIncrementaI [complete] j

=33 WKS.2Z3FFHEY Name | Size | Modified | Created |

=B Local 54 ] AUTOEXEC.BAT 0 1042641998 0218:07 1042641998 02:18:07

O (0 wesihbvie$ [C:) O[] CONFIG.SYS 0 1042641998 0218:07 1042641998 02:18:07

D00 w23fhbytds D:) B[] DISTASST PS5 i 10/26/1998 134100 10/26/1998 1341:00

£ Metwork O[] 10,55 0 10/26/1998 021807 1042641938 02:15:07

& B3 Removable O[] MSD0S 5vS ] 10/26/1993 021807 10/26/1993 0218:07

4[] bactini 288 1042641998 102357 1042641998 02:10:47

B[] o2t 782 01/221999 15:3415 0142241999 15:34.15

B[] ottt 116 KE 01/22/1999 15:25:43 0142241999 15:25:43

[ ] telnetlog 214K 02/04/1999 11:36:07  02/04/199911:18:13

B[] naming backup.fm 2200KB  O1/26/199916:25:32  01/26/1999 16:00:04

4[] naming.fm 2200KB  02/01/1939 145452  01/26/1999 16:00:04

GA[ ] NTDETECT.COM 2617KB 111241998 145306 1041341996 17:38:00

B[ ] amanda_Untitled!.fm 4900KE 011191999 141101 0141941999 1471:11

&[] ntidr 15282KB 1141241998 145306 1041341996 17:38:00

A ] pagefile.sps 139.00MB  02/03/1999 194757 104261998 0213:39
1] I

| Displaying \W23fhbeeg

Faor Help, press F1 i

Figure 24. GUI Backup Window
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To back up some of your files:

1.

In the Backup window, expand the directory tree. Click on the plus sign (+)

next to a directory or drive.

Click the selection boxes next to the drives or directories you want to back up.

Be sure that the drop-down list near the top of the Backup window displays the
Incremental (Complete) choice.

Click on Backup. The Backup Status window appears.

You can view the progress of the backup in the Backup Status window. When
it is finished, you get a completion dialog box.

10.3.2.3 Running Restore Operations
To open the Restore window, click on Restore in the main window as shown in
Figure 22 on page 167. Figure 25 on page 169 shows an example of a Restore
window with some files selected.

| Displaying \W23fhbeeg
Faor Help, press F1

File Edit Actions  Utlities Miew wWindow  Help ;Iilll
0| |=2|o] <>|‘
Festore | E stimate |@ Faint In Time |
=B WKS.Z3FFHBY Name | Size | Madiied | Created | Backed Up | Mamt Class |
5 EET W2Hthbvhed (T O[] amando_Untitled!.frm 4900KE  01/19/19991411:11  01/19/19391411:11  02/04/1993 1451:35  DEFAULT
-0 Acrobat3 O[] AUTOEXEC.BAT 0 10/26/1998 0218:07  10/26/1993 021807 02/04/1999 14:51:34  DEFAULT
g O[] bactini 288 10/26/1998 10:2357  10/26/1993 02:10:47  02/02/19991352:20  DEFAULT
O[] DISTASST.PS 0 10/26/1998 1341:01  10/26/1998 12:41:01  02/04/1999 1451:35  DEFAULT
-0 PCOMWIN &[] naming backup.fm y 2200KB  O1/26/199916:25:32  01/26/1999 16:00.04 02/04/19891451:37  DEFAULT
Bg Eg”féarj}g"es [ ] naming.fm Z200KE  02/011999 145452 01/26/199916:00:04 0240441939 14:51:57  DEFAULT
D[ ] NTDETECT.COM BATKE  11/12/1993145305 10413419965 17:3%:00  02/04/1999 14:51:35  DEFAULT
Cl T L o0 e 15282KE  11/12/1998 145305 10/13/1995 17:38:00 (02/04/1999 14:51:38  DEFAULT
michiganhadsmteamn [T:]
O[] ottt TAGKE  O1/22199915:2543  01/22/1999 152543  02/04/199914:51:38  DEFAULT
O[] ezt 782 01/22/1939 15:3415  01/22/199915:3415  02/04/19991451:39  DEFAULT
O[] telnetlog 214KB 02041993 11:3507  02/04/199311:1813  02/04/199914:51:40  DEFAULT

Figure 25. GUI Restore Window

The Restore window contains objects which represent directories and files that

you previously backed up to the ADSM server. Use this window to select the

objects that you want to restore. You can also request ADSM to run an estimate
for the restore or change processing options.

There are several restore operations that you can perform:

« Restore backup versions from directory tree

Restore backup versions by nhame

Restore backup versions by filtering the directory tree

Restore someone else's backup versions

Restore inactive backup versions

Run a point-in-time restore

Backup-Archive Client
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» Work with restartable restore sessions

Restore Backup Versions from Directory Tree

1.

In the Restore window, expand the directory tree. Click the plus sign (+) next
to a directory or drive.

Click the selection boxes next to the files or directories that you want to
restore.

3. Click on Restore. The Restore Destination window appears.

4. Fill in the Restore Destination window, then click on Restore to start the

restore.

You can view the progress of the restore in the Restore Status window. When
it is finished, you get a completion dialog box.

Restore Backup Versions by Name

1.

o @D

In the Restore window, expand the directory tree. Click the plus sign (+) next
to a directory or drive.

Highlight the drive or directory you want to work with.
Click the Search tool on the tool bar.
Enter your search criteria in the Find Files window, then click on Search.

When a list of files appears in the Matching Files window, click the selection
boxes next to the files you want to restore. Your selections appear in the
Restore by Tree window.

Click on Restore. The Restore Destination window appears.

7. Fill in the Restore Destination window, then click on Restore to start the

8.

restore.

You can view the progress of the restore in the Restore Status window.

Restore Backup Versions by Filtering the Directory Tree

1.

In the Restore window, expand the directory tree. Click the plus sign (+) next
to a directory or drive.

Highlight the drive or directory you want to work with.

3. Click the Search tool on the tool bar.

4. Enter your criteria in the Find Files window, then click the Filter button. Close

the window. The directory tree displays only those directories that contain the
files that match your criteria.

Click the selection boxes next to the files or filtered directories that you want to
restore.

Click on Restore. The Restore Destination window appears.

7. Fill in the Restore Destination window, then click on Restore to start the

8.

restore.

You can view the progress of the restore in the Restore Status window.

Restore Someone Else’s Backup Versions

1.

From the main window, access the other user's stored data

1. Select the Access Another User choice from the Utilities menu. The Access
Another User window appears.
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2.

2. Type the user’s node name in the Node Name field.

3. Click the Set button. You can display another user’s stored data only if the
other user has authorized you to do so in the Authorization List window.

Restore the other user’'s backup versions using one of the following methods:
« Restoring backup versions by name
¢ Restoring backup versions from the directory tree

« Restoring backup versions by filtering the directory tree

Restore Inactive Backup Versions

1.

In the Restore window, select the Display Active/lnactive Files choice from the
View menu. The inactive file icon appears next to file names of inactive
backup versions in the file list.

2. Expand the directory tree. Click the plus sign (+) next to a directory or drive.

Click the selection boxes next to the directories or files that you want to
restore.

4. Click the Restore button. The Restore Destination window appears.

5. Fill in the Restore Destination window, then click on Restore to start the

6.

restore.

You can view the progress of the restore in the Restore Status window.

Run a Point-in-Time Restore

1.
2.

In the Restore window, click on Point in Time Restore.

Fill in the Point in Time Restore window and click on OK. The point in time that
you specified appears in the Point in Time display field in the Restore window.

Display the objects you want to restore. To display the objects, you can search
for an object by name, filter the directory tree, or work with the directories in
the directory tree.

4. Click the selection boxes next to the objects you want to restore.

5. Click on Restore. The Restore Destination window appeatrs.

7.

Fill in the Restore Destination window, then click on Restore to start the
restore.

You can view the progress of the restore in the Restore Status window.

Work with Restartable Restore Sessions
To restart a restore session that was interrupted:

1.

2.
3.

From the main window, select the Restartable Restores choice from the
Actions menu. If there are any restartable restore sessions available, the
Restartable Restores window appears.

Select a restore session that you want to restart from the list.

Click on Restart.

To delete a restore session that was interrupted:

1.

From the main window, select the Restartable Restores choice from the
Actions menu. If there are any restartable restore sessions available, the
Restartable Restores window appears.
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2. Select an object that you want to delete from the list.
3. Click on Delete.

10.3.2.4 Running Archive Operations

To open the Archive window, click on Archive in the main window as shown in
Figure 22 on page 167. Figure 26 on page 172 shows an example of an Archive
window with some files selected.

@ ADSM - ADSM IH[=] B3
File Edit Actions  Utlities Miew wWindow  Help
0| |=|o]+] 0”
& Archive M=l E3
Archive | E stimate | Help |
Description: IALF files - Date: 02/04/1939 Time: 15:47:42 j
=B WKS.Z3FFHBY Name | Size | Madiied | Created | Mamt Class
=-B3 Local O[] amando_UntitledT fm 4300.. 017191333 1411:11 0171941999 1411:11 DEFAULT
=313 Wesihbvies [C:) O[] AUTOESECEAT ] 10/26/1393 021807 10/26/1998 021807  DEFAULT
-0 3 Acrobat3 O[] bactini 238 10/26/193310:2357  10/26/1998 0210:47  DEFAULT
""" D sdsmdata O[] CONFIG.SYS 0 10/26/1998 021807 10/26/1998 021807 DEFAULT
""" o g l“;;:lfr:*‘; O[] DISTASSTPS ] 10/26/1998 12:41:01  10/26/199813:41:001  DEFAULT
[18 & ot O 11055 0 1042641998 02:18:07  10/26/1998 0218:07  DEFAULT
ET :DL:; O[] MsD0s.5vs ] 10/26/1393 021807 10/26/1998 021807  DEFAULT
5 B0 otherdi [A[ ] naming backup.fm 2200.. O1/26/133316:25:32  01/26/199916:00.04  DEFAULT
-0 03 Pam 4[] naming.fm 2200.. 02/01/1333145452  01/26/199916:00.04  DEFAULT
-0 PCOMWIN D[] NTDETECT.COM 2617.. 11/12/1333 145306  10/13/139617.3800  DEFAULT
-2 Program Files O[] ntidr 1528.. 11/12/1998 145306  10/13/199617.3800  DEFAULT
-0 PSFONTS O[] ottt 16, 01/22/193915:2543  01/22/1939 152543 DEFAULT
-0 Feal O[] o2t 782 01/22/193315:3415  01/22/1939 153415 DEFAULT
-0 (] RECYCLER O[] pagefile.sps 139.0.. 02/03/19991%4767  10/26/1998021339  DEFAULT
----- O TEMP 4[] telnetlog 214, 02/04/193911:36:07  02/04/193911:1813  DEFAULT
[0 WINNT
- [ wark
-0 Wh23fhbyvid$ (D:)
e [
-1 Removable
| | B
| Displaying \W23fhbeeg i
Faor Help, press F1 i

Figure 26. GUI Archive Window
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The Archive window contains objects which represent directories and files on
your workstation. Use this window to select the directories and files you want to
archive.

ADSM requires that you assign an archive description for all archived files. An
archive description identifies data through a meaningful description that you can
use later to identify files and directories. You can enter as many as 255
characters to describe your archived data. If a description is not entered, ADSM
assigns a default archive description.

When you select the archive function from the backup-archive GUI, ADSM
displays a list of all previously used archive descriptions. You can use these
displayed archive descriptions on future archives.

You can archive specific files or entire directories from the directory tree. You can
assign a unique description for each group of files you archive. This group of files
is called an archive package. Archiving files and directories in such a way makes
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retrieval easier. You can archive and retrieve files or directories as one entity,
retrieve individual files, add files to an existing package using the archive
description, or delete files from a package.

To archive your files:

1. Inthe Archive window, expand the directory tree. Click the plus sign (+) next to
a directory or drive.

2. Click the selection boxes next to the files or directories that you want to
archive.

3. Type a description, accept the default description, or select an existing
description for your archive package in the Description combination box.

4. Click on Archive. The Archive Status window appears as shown in Figure 26
on page 172.

5. You can view the progress of the archive in the Archive Status window. When
it is finished, you get a completion dialog box.

10.3.2.5 Running Retrieve Operations

To open the Retrieve window, click on Retrieve in the main window as shown in
Figure 22 on page 167. Figure 27 on page 173 shows an example of a Retrieve
window with some files selected

@ ADSM - ADSM M=l e
File Edit Actions  Utlities Miew wWindow  Help

B|D|E|D|0|0”

@ Retrieve M=l E3

Fietrieve | E stimate |£| Help I

EEIE WS 23FFHEY MName | Size | Modified | Created | Archived | Mamt Class
=313 ALF files - Date: 02/04/1339 Time: 15:47:42 [ jnaming.backup.rm 2200KE  O1/26M1999 162532 01/26/1999 16:00:04  02/04199915:58:02 1

-E13 Wesfthbyies (C) 4[] naming.fm Z200KE  02/011999 145452 01/26/1999 16:00:04  02/04/1999 15:58:04 1

~[D( Archive Date: 02/03/1339 Time: 17:58:20 O[] telnetlog 214KE  02/04/1999 113607 024041999 11:1813 020441999 155804 1

-0 my

B0 my

4 |

| Displaying \W23fhbeeg

\NE

Faor Help, press F1

Figure 27. GUI Retrieve Window
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The Retrieve window contains objects which represent objects that you archived
to the ADSM server. Use this window to select the objects you want to retrieve.
To retrieve your archive copies:

1. In the Retrieve window, expand the directory tree. Click the plus sign (+) next
to an object you want to expand. If you are connected to the ADSM Version 3
server, the objects on the tree are grouped by archive package description.

2. Click the selection boxes next to the objects that you want to retrieve in the
tree view or file view.

3. Click on Retrieve. The Retrieve Destination window appears.

4. Fill in the Retrieve Destination window, then click on Retrieve to start the
operation.

5. You can view the progress of the retrieve in the Retrieve Status window. When
it is finished, you get a completion dialog box.

You can also retrieve another user’s archive copies to your local drives if the
other user has authorized you to do so.

To retrieve another user’s archive copies:

1. From the main window, access the other user’s stored data

1. Select the Access Another User choice from the Utilities menu. The Access
Another User window appears.

2. Type the user’s node name in the Node Name field.

3. Click on Set..
2. Retrieve the other user’s archive copies using the previous method explained.
10.3.2.6 Stopping a Session

To stop a GUI session, you must select File -> Exit from the pull-down menu in
the main window.

10.4 Client Scheduler
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An ADSM administrator can schedule ADSM to perform tasks automatically on a
regular basis. For example, you can automatically back up files at the end of each
day, or archive some of the files every Friday. This procedure, known as central
scheduling, is a cooperative effort between the server and the client node. You
associate clients with one or more schedules that are part of the policy domain
maintained in the ADSM database. You use the central scheduling on the server,
and you start the client scheduler on the workstation. Once you start the client
scheduler, further intervention is not necessary.

Note:

The schedule start time is based on the server clock, not the client clock.
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With client scheduling, you can also:
¢ Display information about available schedules.
« Display information about work that the schedule has completed.

« Modify scheduling options in the client options file.

Note:

Install the ADSM command-line client and ensure that the communication
software is running before you start the client scheduler. You cannot start the
client scheduler from the ADSM GUI.

10.4.1 Starting the Client Scheduler

You can start the ADSM client scheduler either manually or with each system
start. ADSM does not recognize changes to the client options files while the client
scheduler is running. If you make changes to these files while the client scheduler
is running, and you want ADSM to use the new values immediately, stop the
client scheduler and restart it.

— UNIX Users:

The client scheduler can only be started by an ADSM-authorized user. Thisis a
user who has administrative authority for the ADSM client on a workstation.
This user changes passwords, performs open registrations, and deletes
filespaces.

10.4.1.1 Manual Start
You may perform a manual startup for the ADSM scheduler when you
accidentally stopped it, or even when you want to force it to run immediately.

To start the client scheduler on your client node and connect to the server
scheduler, enter the dsnt schedul e command from the operating system prompt.
You cannot start the scheduler in loop mode.
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ki ndu: [/ usr/| pp/ adsm bi n] $> dsnt schedul e

ADSTAR Di stributed S orage Manager )

Gommand Line Backup Qient Interface - Version 3, Release 1, Level 0.1
(O Copyright IBMCorporation, 1990, 1997, Al R ghts Reserved.

Node Name: Al XCLI ENT1
Sessi on established with server A Xl: A X-RY 6000
Server Version 3, Release 1, Level 2.1
Server date/tine: 01/25/1999 10:52:44 Last access: 01/25/1999 10: 50: 36

Querying server for next schedul ed event.
Next ~ oper ati on schedul ed:

Schedul e Narre: I NCR_Al XCLI ENT1
Action: I ncrenent al
oj ect s:

tions:

Server Wndow Start: 23:35: 00 on 07/ 30/ 1999

Schedule will be refreshed in 12 hours.

Time remai ning until execution: 11:59:56

When you start the client scheduler, it runs continuously until you close the
window, thus end the process, or log off your system.

UNIX

To run the schedule command in background and to keep the client scheduler
running even if you log off your UNIX system, enter the following command from
the UNIX shell:

[ki ndu: [/ usr/| pp/ adsnibi n] $> nohup dsnt schedul e 2> /dev/null & j

Windows

You may create a batch file, for example, sched. bat, to perform the client
scheduler start, so that there will be no need to type the ADSM command. The
following commands should accomplish this:

rem
remBATCH file for ADBMclient schedul er start

rem

cd c:\ProgramFi | es\| BM adsm bacl i ent

set DBM OONFI G=c: \ Program Fi | es\ | BM adsm bacl i ent \ dsm opt
set DBM D R=c:\ Program Fi | es\ | BM adsm bacl i ent

dsnt schedul e - passwor d=secr et

Figure 28. Batch File for Scheduler Start on Windows

You can also specify the dsnt schedul e command in your startup folder so that
every time you start Windows, the client scheduler starts.
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10.4.1.2 Automatic Start

There are many cases where it is desirable that the scheduler is automatically
started. This may be the case if you have an enterprise policy to have ADSM
machines backed up at some point in the day.

UNIX

If you want to start the client scheduler when you start your operating system, set
the PASSWORDACCESS option parameter to GENERATE in your client system
options file, and include the following command in the /etc/inittab file:

adsm : once: / usr/ bi n/ dsnt sched > /dev/nul | 2>& # ADSM schedul er
The scheduler stars the next time the system is rebooted.

For OS/390 UNIX system services, add the following entry to the /etc/rc file:
_BPX JOBNAME=" ADSM [ usr/ adsni dsnt schedul e &

Windows NT

You can register the ADSM schedule as a service under Windows NT using the
DSMCUTIL program, so that it becomes part of the operating system startup
procedure.

The following is an example of how to install the client scheduler named "ADSM
Scheduler" for node CLADAN on an Windows NT machine. For further
information on the syntax of this utility program check the dsncutil . txt file in the
ADSM backup-archive client directory:
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C\ProgramFil es\| BMadsm bacl i ent >dsntuti| install /nane:"ADSM Schedul er"
loptfile:"c:\programfiles\i bmadsm baclient\dsm opt"
Iclientdir:"c:\programfiles\ibmadsmbaclient" /node: LADAN

/ passwor d: secret /eventlog:yes /autostart:yes

ADSM Wndows NI dient Service Gonfi gurati on Uility
Gommand Line Interface Version 2.00.
Last Updated Nov 18 1998

Command: Install ADSMdient Service
Machi ne: QLADAN (Local Machi ne)

Installing ADSMdient Service:

Machi ne : CLADAN

Servi ce Nane : ADSM SCHED ) )
Qient Drectory : c:\programfiles\ibmadsmbacli ent
Automatic Start” : Yes

Logon Account : Local System

The service was successfully installed.
Qeating Registry Keys ...

Updated registry value 'ImagePath’.

UBgaIed regissgyy value ’Evg%tMessageFile’ .

Updated registry value ’Typ_esSEpported’ .

Updated registry value 'OptionsFile’ .

Updated registry value 'EventLogging’ .

Updated registry value 'ClientNodeName' .
Updated registry value 'ADSMClientKey' .

E%%ﬁ%ﬁ%g%m ADSM for node CLADAN....
Connecting to ADSM Server via client options file ‘c:\program
filesibm\adsm\baclient\dsm.opt’ ...

Password authentication successful.

The Registry password for node CLADAN has been updated .
Starting the ’ADSM_SCHED' senvice..............

The servi ce was successfully started.

10.4.2 Stopping the Scheduler
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If you want to terminate a running client scheduler, you can cancel the operation
by pressing CTRL-C in the session window, or you can ask the ADSM
administrator to issue the cancel sessi on command. If you choose to cancel it by
using CTRL-C while there is a restore operation in progress, the ADSM
administrator needs to cancel the restartable restore by issuing the cancel
restore command from the ADSM server console or from an administrative client.

On Windows NT, you can terminate the client scheduler by stopping its service.
To change the status of the scheduler service, you have to go to Settings ->
Control Panel -> Services, select the ADSM client scheduler service and stop it.
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10.5 Web Client Usage

The ADSM Version 3 Web backup-archive client is a Java client interface that
enables authorized users to perform remote operations on a backup-archive
client system.

10.5.1 Remote Client GUI

The Web client is a Java applet that provides a remote client GUI for ADSM
Version 3 backup-archive clients. Authorized users can access the Web client
remotely using a Web browser. The graphic is the initial client hub window
displayed in the Web browser when the Web client is accessed.

The Web client can be used from any workstation running a Web browser with
support for Java 1.1.5 or higher. Netscape 4.06 has the required Java support.
Netscape 4.03, 4.04, and 4.05 requires a JDK 1.1 upgrade for this support. This
upgrade can be obtained from the Netscape homepage. Microsoft’s Internet
Explorer 4.01 has the required Java support. If the browser does not have the
correct level of Java support, the client hub window is displayed as a grey box.

The Web client is supported only on ADSM Version 3 servers.

10.5.2 Client Functions

The Web client supports most of the Version 3 backup-archive client functions. It
can be used to perform backup, restore, archive, and retrieve operations. For
restore operations, both active and inactive files can be restored, and the
point-in-time restore function is supported. The functions not currently supported
include cross client restores, filespace deletion, archive file deletion, and the file
find and search functions.

The Windows NT Web client can back up and restore the NT registry. The
NetWare Web client can backup and restore the NetWare 3.x bindery and
NetWare 4.x Directory Services (NDS) and, for the first time, provides a NetWare
client GUI.

The Web client is another client interface. It can be used only to perform
backup-archive client operations. If used from a Web browser on a remote
workstation, no local access to backup or archive data is provided on that remote
workstation. Data cannot be restored or retrieved locally; it can only be restored
to or retrieved to the client workstation that owns the data. A Web browser can
also be used locally on the client workstation to invoke the Web client as an
alternative interface to the backup-archive client command line interface or GUI.

10.5.3 Access Authorization

The Web client is a new interface in addition to the client’s existing GUI and
command line interface. Use of the Web client interface is authenticated
whenever backup, restore, archive, or retrieve Web client functions are
performed. Authentication of the Web client interface is separate, and
independent, from authentication between the client node and the server.
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An administrator userid is required to use the Web client. This administrator
userid, and associated password, is used to authenticate that the user has
sufficient authority to perform remote client functions. Two new administrative
authorities are provided to enable this authentication:

¢ Client owner

* Client access

These new authorities are available with the Version 3.1.2.1 PTF level of the
ADSM server and can be used to enable usage of the Web client interface for
backup-archive client owners and helpdesk personnel.

The Web backup-archive client connects to an ADSM client via the Web to
present an interface to remotely perform the functions of the backup-archive
client on that client. Using a Web browser means that you actually do not have to
have any ADSM code on the Web browser workstation.

This interface is very useful because it provides the basic backup, restore,
archive, and retrieve functions remotely and without authorization problems.

10.5.4 Starting the Web Client
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The Web client consists of two processes on the client workstation: the client
acceptor and remote client agent.

10.5.4.1 Client Acceptor

The client acceptor is an HTTP daemon that serves the Web client Java applet to
the Web browser. The name of the executable is DSMCAD.

On AlIX and other UNIX clients, it should be run as a daemon.

To have the Web client automatically available when the system is started, you
have to edit the /etc/inittab file and add the following entry in the /etc/inittab:

dsntad: 2: once: / usr/ | pp/ adsni bi n/ dsntad >/ dev/ consol e 2>&1

For Windows NT it is installed and run as a service. By default, the installation
procedure registers the Web Client Acceptor as a manual service. Therefore, if
you want to make it an automatic service, you have to go to Settings -> Control
Panel -> Services, and change the startup setting of the Web Client Acceptor to
automatic.

For Windows 95 and 98, the DSMCAD program must be executed in a DOS
window.

For NetWare, DSMCAD is an NLM that should be loaded as part of the NetWare
startup.

10.5.4.2 Remote Client Agent

The remote client agent performs the client functions initiated with the Web client
interface. The name of the executable is DSMAGENT. The agent does not have
to be running all the time. The acceptor daemon starts the agent when client
functions are initiated through the Web client interface.

Getting Started with ADSM: A Practical Implementation Guide



10.5.4.3 Web Client
To access the Web backup-archive client, start your Web browser. In the Location
or Address field, enter the URL:

htt p: / / <machi nenane>: 1581

where <machinename> is the TCP/IP DNS name or dotted IP address of your
ADSM client machine and 1581 is the TCP/IP port number set by the HTTPPORT
option.

Figure 29 on page 181 shows you the main Web client screen:

D5SM Web Backup/Archive Client - Hetscape
File Edit “iew Go Communicator Help

A &4 2 m @ & 3
B Biach Fopward  Reload Home Search  Metzcape Frint Security Stop

% Bookmarks A Location: [hitp://127.0.01:1561/ | @7 what's Related

i ﬁlnstantMessage Internet CI' Lookup CI' MewtCool

Edit Actions LMilities Help

ADSTARIDIstrbiied StorageManager:

’E == | &pplet COM.ibrn. storage. adsm. cadmin. clisntgui DDsmépp =| <15

Figure 29. Web Backup-Archive Client Main Window

When you try to connect to a client by using the Web client interface, ADSM
validates the administrative ID you supply. You are then granted access to the
Web client interface and the client is connected to the ADSM server for backup,
archive, restore, and retrieve operations. Figure 30 on page 181 shows a login
dialog box for a Web client session:

. ADSM Login E

Login into an ADSM server

Userid: | helpdesk

Passwaord:

_I_|0gin | Cancel | Help |

E | Unsigned Jva Applet Window

Figure 30. Web Client Login Dialog Box
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10.5.5 Stopping the Remote Agent Services
In general, there is no need to stop the remote agent services manually.

On Windows NT, if you wish to disable administrators from accessing the Web
client, you can prevent the service from starting by disabling it. To do that, you
have to go to Settings -> Control Panel -> Services and then change the startup
settings to disabled.

In a UNIX environment, you can stop the DSMCAD process by using the K LL
command:

ki ndu: [/work/ adsn}$ ps -ef | grep dsncad
root 12506 13446 0 02:28:06 pts/2 0:00 grep dsncad
root 24078 1 0 09:46:46 - 0:00 ./dsntad

ki ndu: [/work/ adsm}y$ kill -15 24078

ki ndu: [/work/ adsn}$ ps -ef | grep dsncad
root 14302 13446 1 02:28:27 pts/2 0:.00 grep dsncad
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Chapter 11. Scheduling

ADSM scheduling is divided into two different categories: administrative and
client scheduling. The two categories differ in two key areas:

< Execution location: An administrative schedule performs some action on the
ADSM server, while the client schedule can only execute on the ADSM client.

« Domain privilege: An administrative schedule can only be managed by an
administrator with system privilege, while the client schedule can be managed
by an administrator with policy privileges in only one domain. The granularity
provided by this feature can be very useful when distributing management
control across a large enterprise.

For both types of schedules, there are four key pieces of information:

* A command that needs to be executed

* When the command executes

« How long the command takes to complete

« How often the command needs to be repeated
The command that you run may be an incremental backup (client schedule) or a
storage pool migration (administrative schedule) which should be run every day

at a particular time. You also have to estimate how long the command will run so
that you can synchronize your schedules and balance load on the server.

This chapter provides scheduling rules of thumb and recommendations that will
give you a good base configuration.

11.1 The Wheel of Life

© Copyright IBM Corp. 1999

Figure 31 on page 184 shows the recommended series of operations that should
occur in an ADSM environment and the sequence in which those operations
should occur. The circle represents a clock and the tick marks indicate the hours
of the day. The actual start time and duration of the various operations are
subject to your scheduling requirements, but not the sequence.
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Figure 31. Scheduling of Operations

11.2 Administrative Schedules
An administrative schedule is a directive to trigger some sort of action on the
ADSM server. It consists of a command or sequence of commands and some

details on when the actions should happen. Any actions that are used on a
regular basis to manage the ADSM environment should be defined as an

administrative schedule.

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. schedul es, which we provide to define
schedules for our redbook environment, is shown in Appendix B.1.4, “Define

Schedules” on page 246.

The following command illustrates the syntax for an administrative schedule. This
command defines a schedule named BACKUP_DATABASE that specifies a full
database backup, and that will start at 7 a.m. every morning.
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adsn» define schedul e backup_dat abase type=adnini strative \

cont > cnu="backup db devi cecl ass=of fsite type=full" starttine=07:00 active=yes \
cont > descri pti on="Dat abase backup"

ANR25771  Schedul e BACKUP_DATABASE def i ned.

We have assembled a series of administrative schedules that should help you set
up an ADSM environment that will minimize user intervention while providing a
high level of data availability.

The first step in setting up your administrative schedules is knowing which

commands to run. Table 42 on page 185 shows our recommendations for

commands that should be scheduled and where to find more information on them.
The table also includes our estimates on various other factors based on a typical
implementation. Client schedules are not considered administrative, but they are
included to emphasize that all of the other scheduling in your environment should
hinge on your client schedules. This is a recommended set of schedules with all

of the specifics required to execute in your environment if you follow the
recommendations made in this redbook.

Table 42. Recommended Schedules

# Function Task Duration | Task Refer to:
(Hrs) Dependency
1 Backup Client Data | Schedule Client 6.0 Site 11.3
to ADSM Server Backup Windows Requirements
2 Copy Backup Data Backup Storage 0.5 Task 1 11.2.1
to Offsite Storage Pool DISKDIRS Complete
Media
3 Backup Storage 1.0 Task 1
Pool DISKDATA Complete
4 Backup Storage 1.0 Task 1
Pool TAPEDATA Complete
5 Backup Database 0.5 Task 2,3,4
Complete
6 Volume History Delete Volume 0.25 Task 5 11.2.2
File Management History Data for Complete
Database Backup
Volumes
7 Prepare Disk Migrate data from 3.0 Task 5 11.2.3
Storage Pools for DISKDATA to Complete
Next Backup TAPEDATA
Window
8 Defragment Tape Reclaim volumes 1.0 None 11.2.4
Volumes in from OFFDIRS
Sequential Storage -
9 Pools Reclaim volumes 3.0 None
from OFFDATA
10 Reclaim volumes 3.0 None
from TAPEDATA
11 | Database Space Expire Inventory 1.0 None 11.25
Management
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# Function Task Duration | Task Refer to:
(Hrs) Dependency

12 | Enable Statistics Audit Licenses 0.25 None 11.2.6

11.2.1 Defining an Offsite Backup Schedule

When the client backups are complete, all of the data that has changed in the
primary storage pools should be copied to a copy storage pool. The copy storage
pool tapes and the database backup tapes should be taken to another site, called
the offsite location. These tapes are referred to collectively as the offsite backups,
and will be used to restore your environment in the event of a catastrophic failure
or disaster.

11.2.1.1 Flow of Events
The order of execution of these tasks should be:

1. Check that there are no running sessions with the clients. When you back up
the primary storage pools and database, you want to make sure that you are
capturing an up to date copy. If there is still a client backing up its data, you
should wait until it is done before starting the offsite backups. Use an SQL
command to check for running sessions.

2. Back up the primary storage pools to their copy storage pool. See 5.9.3, “Back
Up Storage Pool” on page 95 for more information.

1. Back up the DISKDIRS storage pool to the OFFDIRS storage pool
2. Back up the DISKDATA storage pool to the OFFDATA storage pool
3. Back up the TAPEDATA storage pool to the OFFDATA storage pool

3. Back up the database. See 4.8, “Database Backup” on page 62 for more
information.

Since all of these commands are going to take a variable amount of time to
execute, and they should be run in sequence, it makes sense to use a server
script to run them. This will guarantee that each command will complete its tasks
before another command is started.

11.2.1.2 Defining the Server Script

Figure 32 on page 186 displays the commands that we would type into an
administrative command line interface to accomplish the offsite backup tasks. We
can use a server script to run these commands and check return codes to
determine if we can proceed with the remaining commands.

sel ect * fromsessi ons where upper (session_type) =" NDE
backup stgpool diskdirs offdirs wait=yes

backup stgpool diskdata of fdata wait=yes

backup stgpool tapedata of fdata wait=yes

backup db devcl ass=offsite type=full scratch=yes

Figure 32. Administrative Commands to Back Up Storage Pools and Database
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Figure 33 on page 187 shows the finished script for our recommended
configuration. In 1.2, “Redbook Support Material” on page 2, we show how to load

a predefined macro into ADSM. The macro nac. scri pt s, which we provide to

define a script to backup storage pools and the database to an offsite location, is
shown in Appendix B.1.5, “Define Server Scripts” on page 247.

of fsite_backups -
upd script of fsite_backups

/* Script file for automation of the offsite storage tasks

/* Make sure that any previous copies of the script are renoved

prinary storage pools &

prinary storage

pool s fol | oned by the

acti ve node sessions,

If there are
don’

run now, but reschedul e to
check and run again in 20

backup

three storage pool s cal |l ed
dskdirs, dskdata and

tapdata to backup copypool s
called offdata and offdirs.

del script offsite_backups

/* Backup all prinary storage pools followed by the database
def script offsite backups desc=" Backup al l

dat abase’

upd script offsite backups '/*

upd script offsite_backups '/* Script Nane: CFFS TE BACKUPS
upd script offsite backups '/* Description: Backup all

upd script of fsite_backups ’'/*

upd script offsite_backups '/* dat abase.

upd script offsite_backups '/*

upd script offsite_backups '/*

upd script offsite_backups '/*

upd script offsite_backups '/* m nut es.

upd script offsite_backups '/* The command wi | |
upd script of fsite_backups ’'/*

upd script of fsite_backups ’'/*

upd script of fsite_backups ’'/*

upd script of fsite_backups ’'/*

upd script offsite_backups '/* Exanple: run offsite_backups
upd script offsite backups '/*

upd script offsite_backups ' select * fromsessions where -’
upd script offsite_backups "  upper(session_type)= NCE "
upd script offsite_backups ' if (rc_ok) goto reschedul e

upd script offsite_backups ' ba stg diskdirs offdirs wait=yes’
upd script offsite_backups ' ba stg diskdata of fdata wait=yes’
upd script offsite_backups ' ba stg tapedata of fdata wait=yes’
upd script offsite_backups ' ba db dev=offsite type=full scratch=yes’
upd script offsite_backups ' exit’

upd script offsite_backups ' reschedul e:’

upd script offsite_backups ’ del sch retry_of fsite_backups type=a’
upd script of fsite_backups ’

def sch retry offsite _backups t=a cnd="run

' active=yes startt=NOMO0: 20 peru=0’

*/

*/

*/

Figure 33. Script File for Offsite Backups

The name of the script is completely arbitrary, but it should be representative of
the function performed by the script. You should check that the script name you
choose is not already used by someone else. This can be accomplished by using
the following command:
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adsnmy sel ect * fromscript_nanes where NAME=E REDBOK CFFS TE
ANR2034E SHECT: No nmatch found using this criteria.
ANSB001I Return code 11.

Once the script is loaded into the server, you need to define a schedule that will
run this script for you every day at 4 a.m. The macro nac. schedul es, which we
provide to define recommended schedules in our redbook environment, is shown
in Appendix B.1.4, “Define Schedules” on page 246 and includes the following
schedule definition command:

adsn» define schedul e redbook_of fsite type=adninistrative \
cont> cnu="run REDBAX GFFSI TE' starttine=04: 00 \

cont > descri pti on="Backup prinary storage pool s & database"
ANR2577] Schedul e RECBOOK_CFFSI TE def i ned.

adsm» query schedul e redbook* type=administrative

* Schedul e Nane Sart Date/Tine Duration Peri od Day

11.2.2 Defining the Volume History Schedule

Every volume that is used by ADSM, including the volume identifier for the
database backups, is tracked in the volume history database. The database
volume information is important because it tells you which volume holds your
most recent database backup. In the event of a disaster, this information will be
very valuable. The volume history information is periodically copied out to a
volume history file that you can specify with the VOLUMEHISTORY option in the
dsnserv. opt file. We recommend that you have two copies of the volume history
file, in case one becomes unusable.

There are two recommended schedules that affect the volume history file:
DELETE_VOLHIST and BACKUP_VOLHIST.

11.2.2.1 DELETE_VOLHIST

When you back up the database, the previous database backups become
obsolete and should be returned to scratch volume status for reuse. The way to
accomplish this is to delete the volume history record of this volume using the
del ete vol hi story command. We recommend that you delete any database
backups that are older than five days, since we back up the database every day.
To define a delete volume history schedule, we define a schedule called
DELETE_VOLHIST specifying a type of TYPE=DBBACKUP. The backslash (\)
indicates to ADSM to continue the command on the next line. For example:

adsn» define schedul e del ete_vol hi st type=adninistrative \

cont> cnu="del et e vol hi story type=dbbackup todat e=t oday-5" starttine=07:00 \
cont > descripti on="Del ete vol une history informati on for database backups"
ANR2577] Schedul e DELETE MQLH ST def i ned.

adsmy query schedul e del et e* type=adninistrative

* Schedul e Nane Sart Date/Tine Duration Peri od Day

DALETE MQLH ST 01/28/99  07:00: 00 1H 1D Ay
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11.2.2.2 BACKUP_VOLHIST

Some operations, like the del ete vol hi st ory command, will update the volume
history database, but will not trigger the server to update the volume history files.
To ensure that the volume history data is always current, you should schedule a
daily backup of the volume history database using the backup vol hi story
command. Use these commands to schedule a daily backup of the volume history
database:

adsn» defi ne schedul e backup_vol hi st type=adnini strative \

cont > cnu="backup vol hi story" starttine=07:05 \

cont > descri pti on="Backup vol une history file"

ANR25771 Schedul e BAOKUP_VQLH ST def i ned.

adsn» query schedul e backup_vol h* type=adnini strative

* Schedul e Nane Sart Date/ Tine Duration Peri od DCay

BACKUP_VQLH ST 01/28/99  07:05: 00 1H 1D Any

11.2.3 Defining a Migration Schedule

Migration of your primary storage pools during client backup can slow down the
client backup sessions and impact the scheduling of other server processes. We
recommend that you avoid migration during client backup by scheduling primary
storage pool migration outside of the client backup window. This will only prevent
migration during client backup if the storage pools are correctly sized to hold the
daily backup data from your clients.

To schedule a migration of a storage pool, you change the storage pool high and
low migration thresholds to zero using the updat e stgpool command. This will
force the storage pools to migrate immediately to their next level of storage pool.
The migration process will continue until the storage pool is empty or until you
reset the migration thresholds to a non-zero value. It is important not to leave the
migration thresholds at zero after they are finished migrating. If more data is sent
to these storage pools while they are set to zero, the data will be migrated
immediately, defeating the purpose of having the storage pool.

Two schedules are required, one to start the migration and one to stop it. To
define the migration schedules to start and stop storage pool migration, do the
following:

adsnme define schedul e nmigration start type=adnministrative \
cont> cnu="updat e stgpool diskdata hi=0 | 0=0" starttine=07:00 \
cont> description="Sart migrati on on D SKDATA st orage pool "
ANR25771 Schedul e M GRATI ON_START def i ned.

adsn» define schedul e migration stop type=adninistrative \

cont> cnu="updat e stgpool diskdata hi=70 | 0=30" starttine=10:00 \
cont> desc="Stop mgration on O SKDATA st orage pool "

ANR2577] Schedul e M GRATI ON_STCP def i ned.

adsmr query schedul e migrati on* type=adninistrative

* Schedul e Nane Sart Date/ Tine Duration Peri od DCay
M GRATI ON_START 01/28/99  07:00: 00 1H 1D Any
M QGRATI ON_STCP 01/28/99  10: 00: 00 1H 1D Any
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11.2.4 Defining a Reclamation Schedule

190

Tapes in the sequential access storage pools will eventually get fragmented due
to file expiration and node removal. This can cause many tapes to have very little
data on them. A reclamation process will take all of this data and put it on a few

tapes thus returning many tapes to scratch status for reuse.

To start a reclamation process on a sequential storage pool, use the updat e
stgpool command to set the RECLAIM parameter for the storage pool to a value
between 50 and 99. This value represents the percentage of reclaimable space
on the volume which is the opposite of the volume utilization. That is to say, if the
output from a query vol une command shows a volume as 20% utilized, then its
reclaimable space is 80%. Reclamation stops when the process is complete or
the reclaim parameter is set to 100.

Each sequential storage pool should have a schedule to start and stop
reclamation. We have three sequential storage pools in our recommended
configuration so we need six schedules to start and stop the reclamations. To set
up the reclamation schedules, do the following:

~

adsn» defi ne schedul e REAA M G-FD RS_START type=adnini strative \

cont> cnu="updat e stgpool offdirs reclai 75" starttine=10:00 \

cont> description="Sart reclaimon the G-FD RS storage pool "

ANR25771  Schedul e REQLA M GFFDI RS_START def i ned.

adsnme define schedul e REQA M G-FD RS_STCP type=adnini strati ve \

cont> cnu="updat e stgpool offdirs reclai 100" starttine=11: 00 \

cont> description="Sop reclaimon the GO RS storage pool "

ANRR5771 Schedul e REQLAI M GFFD RS_STCP def i ned.

adsn defi ne schedul e REQLAl M GFFDATA START type=adnini strative \

cont> cnu="updat e stgpool offdata reclai n¥75" starttine=11:00 \

cont> description="Sart recla mon the G-FDATA st orage pool "

ANR25771 Schedul e REQLAI M GFFDATA START def i ned.

adsn® defi ne schedul e REQLAl M GFFDATA STCP type=adnini strati ve \

cont > cnu="updat e stgpool offdata reclai 100" starttine=14: 00 \

cont> description="Sop reclai mon the GFFDATA st orage pool "

ANR25771 Schedul e REQLAI M GFFDATA STCP def i ned.

adsmr define schedul e REQLAI M TAPEDATA START type=admini strative \

cont> cnu="updat e stgpool tapedata recla nF75" starttine=14: 00 \

cont> description="Sart reclai mon the TAPEDATA storage pool "

ANR25771  Schedul e REQLAI M TAPEDATA START def i ned.

adsn» defi ne schedul e REQLAI M TAPEDATA STCP type=adnini strative \

cont> cnu="updat e stgpool tapedata reclai 100" starttine=17:00 \

cont> description="Sop reclai mon the TAPEDATA st orage pool "

ANR25771 Schedul e RECLAI M TAPEDATA STCP def i ned.

adsnm» query schedul e recl ai nf type=admnistrative

* Schedul e Nane Sart Date/ Tine Duration Peri od Day
REQLAl M GFFDATA- 01/28/99  11:00: 00 1H 1D Any
_START
REQLAl M GFFDATA- 01/28/99  14:00: 00 1H 1D Any

STCP
REQA M GFFD RS 01/28/99  10:00: 00 1H 1D Ay
_START
REQA M GFFD RS 01/28/99  11:00: 00 1H 1D Any
_SICP
REQLAl M TAPEDAT- 01/28/99  14:00: 00 1H 1D Any
A START
RECQLAI M TAPEDAT- 01/28/99  17:00: 00 1H 1D Any
A STCP
/
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11.2.5 Defining an Expiration Schedule

Managing the amount of space used by your database will be very important as
your environment grows. The client backup process handles half of the task by
marking expired data references while backing up client data. The second half of
the task is handled by the expi re i nvent ory command. This command will remove
the marked entries from the database.

The ADSM server configuration file defaults to a 24 hour cycle for expiration. This
would result in daily expiration processing beginning 24 hours from when you
start the server. This command can be computationally intensive and it is best
scheduled during a quiet server time to minimize its impact on server operations.
Thus, we recommend scheduling the expire inventory command daily:

adsn define schedul e expire_inventory type=admnistrative \
cont> cnu="expire i nventory" startt=17:00 \

cont > descripti on="Inventory expiration"

ANR25771 Schedul e EXP RE_| NVENTQRY def i ned.

adsmy query schedul e expire* type=adnministrative

* Schedul e Nane Sart Date/Tine Duration Peri od Day

BEXP RE_| NVENTCRY 01/28/99  17:00: 00 1H 1D Ay

11.2.6 Defining a Licensing Audit Schedule

It is helpful to be able to check statistics for the ADSM server usage by using the
query audi t occupancy command. This command returns some valuable
information on client data usage in the ADSM environment.

~
adsnm» query audi t occupancy
License infornmation as of last audit on 02/17/1999 at 15: 15: 29.
Node Nane Backup  Archi ve Space- Managed Tot al
Sorage Sorage Storage Lsed Sorage
Wsed (MD) Used (MB) (MB) Wsed (MB)
QI BNT 0 0 0 0
ANDY 182 41 0 223
PAGIPAGD 10 89 0 99
PH L 0 0 0 0
TCRONTO 0 0 0 0
NORFAK 0 0 0 0
coos 0 0 0 0
ABC 0 0 0 0
PUTNEY 0 0 0 0
\_ RE 0 0 0 0
The data returned from this command is updated when the audi t |icenses
command is run on the ADSM server. We recommend running this command
daily using the administrative schedule below:
N

adsnmy define schedul e audit_| i cense type=administrative \
cont> cnu="audit |icenses" starttine=00:00 \

cont> description="Audit |icenses"

ANR25771 Schedul e AUD T_LI CBENSE def i ned.

adsnm» query schedul e audit* type=adninistrative

* Schedul e Nane Sart Date/Tine Duration Peri od Day

AD T_LI GENsE 01/28/99  00: 00: 00 1H 1D Ay
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11.3 Client Schedules

A client schedule is a directive to trigger an action on a group of ADSM client
machines. It is different from an administrative schedule in that it specifies that an
action be performed on the ADSM client. The client scheduling system consists of
a server portion and a client portion. The server part is integrated into the ADSM
process and is responsible for defining the schedule parameters and associating
nodes with the schedule. The client scheduler is a separate process on the
ADSM client and provides communication between the server and client. See
10.4, “Client Scheduler” on page 174 for further information on the client portion
of the client scheduling system.

An ADSM client machine with an active scheduler component can be scheduled
to perform any of the following actions:

* Backup (incremental/selective)

e Archive

* Restore

* Retrieve

¢ Operating system command

* Macro

The most common use of client schedules is to implement an automatic
incremental backup process for a group of machines.

At this point in the configuration of the ADSM system, you will have installed the
ADSM client code on your clients and defined them to a policy domain. You will
also have activated the scheduler service on the client so that it is ready to
perform the actions that we schedule for it. The remaining activities are
concentrated on the server and its scheduling facility. To schedule an action on
the client you will need to do the following:

1. Define a client schedule
2. Associate a client with a schedule

3. Verify the client schedules

11.3.1 Defining a Client Schedule

192

In 1.2, “Redbook Support Material” on page 2, we show how to load a predefined
macro into ADSM. The macro nac. schedul es, which we provide to define
schedules for our redbook environment, is shown in Appendix B.1.4, “Define
Schedules” on page 246.

The defi ne schedul e command defines a schedule to the ADSM server. It does
not contain any reference to a client; that operation will be handled by the defi ne
associ ati on command. To define a client schedule, you will need the following
information:

« Policy domain name: The schedule will be created within this policy domain
and can only be associated with nodes within the same domain. This will allow
you to manage which administrators have control of these schedules by
limiting access to the domain that owns them.

¢ Schedule name: This can be any name you choose, up to 30 characters.
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e Start time: The time of day that you want the schedule to trigger your action.

e Duration: The scheduler can only initiate the schedule within the time period
specified with the duration parameters.

The following command illustrates the syntax for a client schedule. This
command defines a schedule named BACKUP_NIGHTLY in the ABCCORP
policy domain. This schedule will trigger an incremental backup (the default
action for a client schedule) at 10 p.m. every night. If there is a problem
contacting the client, the scheduler will keep trying until 1a.m.

adsnmr define schedul e abccorp backup_ni ghtly starttine=22: 00 duration=3 \
cont > duruni t s=hours description="N ghtly backup schedul e for SERVER donai n"
ANR25001 Schedul e BAOKUP_N GHILY defined in policy domai n SERER

Client schedules are very dependent on site requirements, but we have some
recommendations that are applicable for a wide range of environments.

Our recommended policy configuration includes two policy domains, so we must
define a client backup schedule for each. The parameters for each schedule are
very similar except for the name which is chosen to reflect the domain. The
schedules start at 10 p.m. and will continue attempting to start incremental
backups until 1 a.m. The actual commands and the output look like this:

adsne define schedul e server server _nightly startti ne=22: 00 durati on=3 \
cont > duruni t s=hours description="N ghtly backup schedul e for SERVER donai n"
ANR25001 Schedul e SERVER NGHILY defined in policy domai n SERER

adsnme define schedul e workstn workstn_nightly starttine=22: 00 duration=3 \
cont > duruni t s=hours description="N ghtly backup schedul e for VWIRKSTN donai n"
ANR25001 Schedul e WIRKSTN N GHILY defined in policy donai n WIRKSTN

adsn» query schedul e

Dorai n * Schedul e Nane Action Sart Date/ Tine Duration Period Day
SRER SERVER NGHILY Inc Bk 01/30/99  22:00: 00 3 H 1D Ay
VIRKSTN VWORKSTN N GHTLY Inc Bk 01/30/99  22:00: 00 3 H 1D Ay

11.3.2 Associating a Client with a Schedule

Once the schedule is defined, we need to specify which nodes belong to it using
the defi ne associ ati on command. We must associate nodes to a schedule within
their own domain. The nodes must be registered to the server before running this
command, but they do not necessarily have to be in contact with the server. The
actual commands and the output look like this:
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adsnr define associ ation server server_nightly putney
ANR25101 Node PUTNEY associ ated with schedul e SERVER N GHTLY in pol i cy donai n
SHRER

adsn» defi ne associ ation workstn workstn nightly cocos
ANR25101 Node QOOC5 associ ated with schedul e WORKSTN N GHTLY in pol i cy
domai n WIRKSTN

adsmy query associ ation

Pol i cy Donai n Nane: SERVER
Schedul e Nane:  SERVER N GHILY
Associ at ed Nodes: PUTNEY

Pol i cy Donmai n Nane: VORKSTN
Schedul e Nane: VWIRKSTN N GHILY
Associ at ed Nodes: QOOCS

11.3.3 Verifying the Client Schedules

The schedules can be checked out by using the query event command. This will
show you if the nodes and schedules are all set up correctly. The actual
command and its output look like this:

adsn» query event * *

Schedul ed S art Actual Sart Schedul e Nane Node Nane Satus

03/ 17/ 1999 22: 00: 00 SERVER N GHT-  PUTNEY Future
LY

03/ 17/ 1999 22: 00: 00 WRKSTN N G+ Q008 Future
TLY
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Chapter 12. Operations

ADSM, as any other software system, has to be maintained and operated. This is
to check that the tasks which are implemented are still working. To accomplish
this, you may need to consider how many people will be dedicated to ADSM.
Depending on the size of your installation, this can range from a single person to
a complete team. The operations team is responsible to monitor, correct or work
together with technical support to isolate any non-specific error condition.
Basically, you have the following roles among your current or future ADSM
operations team:

¢ Operator: Handles ADSM daily tasks and special server procedures.

« Technical Support: Installs new client code, upgrades server code, activates
trace functions, deals with hardware configurations, and handles error
conditions.

« Storage Administrator: Performs sanity checks in the environment, evaluates
capacity planning issues, and manages storage pools.

« System Administrator: Manages ADSM policies, defines new nodes and
management classes, and reports error conditions to technical support.

ADSM can provide a centralized point for backup, restore, archive, and retrieve
operations. All of these functions require monitoring and special operational
procedures. As a rule of thumb, consider having at least two people responsible
for ADSM, so that each one can handle the workload in case of a problem (this
way you can also avoid concentrating ADSM information in only one person). All
the personnel directly involved in ADSM administration—the ADSM operations
team—need to divide the ADSM workload into some basic activities:

e Server procedures: Start and stop the ADSM server.

« Daily operations: Check database free space, check activity log, check
volumes in and out, send tapes to offsite, request to bring tapes onsite, check
ADSM devices, back up ADSM database (or monitor its execution), and label
new tapes.

< Error or critical conditions: Bring an offsite volume for restore, create another
database or recovery log, deal with storage pool shortages, mirror write
failures, communication errors, device problems, media errors, offsite tape not
found, and any other non-specific problems.

12.1 Server Procedures

In this section we show how to start and stop an ADSM server. To a great extent,
ADSM is a software program that runs as does any other application in your
system. This means that you can start the server and let it run continuously and
uninterrupted for days, weeks, or even longer if desired.

12.1.1 Starting the ADSM Server

© Copyright IBM Corp. 1999

The ADSM server can run as either a foreground or a background process. The
foreground method allows you to have an active open console, with all system
messages displayed. From this server console, you are able to issue all
administrative commands. The background method allows you to close the active
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window without stopping the server process. This is the recommended way if you
are planning to have the ADSM server automatically started or stopped.

This section explains how to start an ADSM server (we assume that it is not
running yet). Otherwise, you must stop it first and issue the commands we
explain. You can have the ADSM server automatically started, in which case you
need to configure it as a background process. If you wish to have it started
manually, then the ADSM server needs to be configured as a foreground process.
For further details on how to start the ADSM server, refer to the ADSM Quick
Start manual which comes with the product software.

12.1.1.1 Active Console Mode

To start an ADSM server in foreground, you can start the ADSM server by simply
executing the DSMSERYV program in the ADSM system directory. If you run this
way, you will not be able to close the window, since all output messages will be
redirected to standard output.

The next screen shows you how to manually start the ADSM server on AlX in
active console mode. This server console session is established using a
predefined administrator ID SERVER_CONSOLE. All ADSM system messages
are displayed on the console. From this server console, you are able to issue all
administrative commands. The ADSM server is ready to receive and send data to
the client machines.
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ki ndu: [/ usr/| pp/ adsnser v/ bi n] $ dsnserv
ANR78001 DEVBERV generated at 14:49:49 on Feb 4 1999.

ADSTAR O stributed Sorage Manager for Al X RS 6000
Version 3, Release 1, Level 2.15
Li censed Materials - Property of 1BM

5765-C43 (Q Copyright IBMCorporation 1990, 1998. Al rights reserved.
US Gvernnent Wsers Restricted Rghts - Wse, duplication or disclosure
restricted by GSA ADP Schedul e Gontract with | BV Gorporati on.

ANRD900I Processing options file dsnserv. opt.

ANRD990I ADBM server restart-recovery in progress.

ANRD200I Recovery | og assi gned capacity i s 8 negabytes.

ANRD201I Dat abase assi gned capacity is 12 negabytes.

ANRD306] Recovery | og vol une nount in progress.

ANRD353I Recovery | og anal ysi s pass in progress.

ANRD3541 Recovery | og redo pass in progress.

ANRD355] Recovery | og undo pass in progress.

ANRD352] Transacti on recovery conpl ete.

ANR2100I Activity log process has started.

ANRL305] D sk vol une /adsni st gpool / di rs0O1 varied online.

ANRL305I D sk vol une /adsni st gpool /file0l varied online.

ANRD984l Process 1 for EXPIRATION started in the BAKGRONND at 15: 23: 38.
ANR2803I Li cense nanager started.

ANRD811l Inventory client file expiration started as process 1.

ANRB190I HITP driver ready for connection with clients on port 1580.
ANRB200I TCP/ I P driver ready for connection with clients on port 1500.
ANRR5601 Schedul e manager started.

ANRD812I Inventory file expiration process 1 conpl eted: examined O obj ects,
del eting O backup objects, O archive objects, 0 DB backup vol unes, and O
recovery plan files. O errors were encount ered.

ANRD985] Process 1 for BEXPIRATION running in the BAGKGROUND conpl eted with
conpl etion state SUJCESS at 15: 23: 38.

ANRD993I ADSM server initialization conplete.

ANR2835] Server is |licensed for 67 clients.

ANR28611 Server is |licensed to support NETVZRK connecti ons.

ANR2856] Server is licensed to support pen Systens Environnent clients.
ANR2855] Server is licensed to support space-nanaged clients.

ANR28601 Server is |licensed to support disaster recovery nanager.
ANR2863I Server is licensed to support Enterprise Administration functions.
ANR28641 Server is licensed to support Server-to-Server Mrtual Vol unes.
ANR28691 Server is licensed for Advanced Device Support.

adsn»

ANRB192I HITPS driver ready for connection with clients on port 1543.

On Windows NT, you also can start the server in active console mode from the
ADSM server utilities program. In this method, you will not be able to close your

desktop, since ADSM is running in foreground mode. Figure 34 on page 198
shows the main ADSM server utilities screen and the Launch option to start

ADSM in console mode.
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By using the launch option, the ADSM console stays open as long as your
desktop (login session) stays active. This is the recommended way if you plan to
have an ADSM operation staff near the machine, or if you want to have all ADSM
system activity displayed in the server, so that you can quickly check what is
running.

12.1.1.2 Background Mode
You can start the ADSM server in background mode either manually or with each
system start.

Manual Start
On AlX, to manually start the ADSM server in background mode, you have to run
the script rc. adsnserv, which is a part of the ADSM server software.

[ki ndu: [/ usr/ | pp/ adsnser v/ bi n] $> nohup rc. adsnserv >/ dev/ consol e 2>&1 & )

On Windows NT, the ADSM server is installed as a manual service. To start it, you
have to go to Settings -> Control Panel -> Services, select the ADSM server
service, and start it.
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Automatic Start

On AlX, after the ADSM server installation, the system is configured to start the
ADSM server automatically during the system startup. The system initialization
file /etc/inittab is edited. The following entry is added to the file:

aut osrvr: 2: once: / usr/ | pp/ adsnser v/ bi n/ rc. adsnserv >/ dev/ consol e 2>&1 #Start
t he ADSM server

On Windows NT, the ADSM server is installed as a manual service. To change its
status to automatic, you have to go to Settings -> Control Panel -> Services,
select the ADSM server service and change its startup setting to automatic.

The ADSM server will be started automatically the next time the system is
rebooted. You can then check that the server is running by trying to connect to
the server from an administrative client or a backup-archive client, or by checking
whether the ADSM server process (AlX) or service (Windows NT) is running.

Administrative Console Session

If you start the ADSM server in the background, we highly recommend running an
additional administrative client session in console mode on the administrative
workstation. This session displays all ADSM messages, however, it is not an
active session, that is, you cannot issue administrative commands here. This way
you can easily monitor your ADSM system. The following command shows how to
start an administrative session in console mode.

ki ndu: [/ usr/| pp/ adsni bi n] $> dsnadnt -i d=sysadnin - passwephi | i p -consol e
ADSTAR Distributed S orage Manager

Gomrand Line Adnministrative Interface - Version 3, Release 1, Level 0.6
(Q Qopyright IBMGorporation, 1990, 1997, Al R ghts Reserved.

Sessi on established wth server A XL: A X RY 6000
Server Version 3, Release 1, Level 2. 15
Server date/tine: 03/17/1999 23:44:24 Last access: 03/17/1999 23:43:08

12.1.2 Stopping the ADSM Server
There are two ways of stopping an ADSM server:

¢ Immediate stop: This brings the server down immediately. All system
processes and client activity are interrupted.

¢ Drain system activity and stop: This is the recommended way, because you
can be confident about the processes that are running and what you may need
to restart later on. Performing basic pre-checks and then stopping gives you
(and the operations team) an idea of the workload that may need to be
restarted.

12.1.2.1 Stopping the ADSM Server Immediately
You can halt the server without warning if an unplanned operating system
problem requires the server to be stopped.

On Windows NT, you can terminate a server session by stopping the service. To
change the status of the server service, you have to go to Settings -> Control
Panel -> Services, select the ADSM server service and stop it.

When you halt the server, all processes are abruptly stopped and client sessions
are canceled, even if they are not completed. Any in-progress transactions are
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rolled back when the server is restarted. When the server is halted, neither
administrator activity nor client operations are possible. We recommend that you
halt the server only after current administrative and client node sessions have
completed or canceled.

You must use the halt command to shutdown the ADSM server:

adsnrhal t

ANR20171 Adnmini strator SERVER QONSCLE i ssued command: HALT
ANR78351 ADBMthread 1 terminated in response to server shutdown.
ANR7835] ADBMthread 10 ternminated in response to server shut down.

ANR7835] ADSM thread 42 terninated in response to server shut down.
ANR78351 ADSMthread 43 terninated in response to server shutdown.
ANRD991I ADSM server shut down conpl et e.

— Note:

The QUIESCE option with the halt command is recommended only if you plan
to do a database dump by using the DSMSERYV DUMPDB command
immediately after halting. Because ADSM supports online database backup
(backup db command), the DSMSERV DUMPDB command should rarely, if
ever, be needed.

12.1.2.2 Draining System Activity before Stopping the ADSM Server
To shut down the server without severely impacting administrative and client

node activity with the server, we recommend that you take some steps before
actually issuing the halt command to the server:

1. Disable the server: This prevents new client node sessions from starting.
Disabling new client sessions prevents users from establishing client node
sessions with the server. This command does not affect current client
sessions in progress or system processes like migration and reclamation. To
disable client node access to the server, use the di sabl e sessi ons command:

adsne di sabl e sessi ons

ANR20971 Server now di sabl ed for backup/ archi ve client access.

When you disable client sessions from the server, administrators can still

access it, and current client node activity completes unless the user logs off or

you cancel the client node session.

You can issue the query status command to determine if the server is enabled
or disabled.

2. Query for session information: This is to identify any existing administrative
and client node sessions.

When administrators or clients access ADSM, either an administrative or client
node session is established with the server. Each client session is assigned a

unique session number. To request information about client sessions, enter
the query sessi on command:
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adsnmy query sessi on

Sess Gonm Sess Wit Bytes Bytes Sess Patformdient Nane
Nunber Method Sate Time Sent Recvd Type

1 Tep/Ip Run 0S 800 170 Admin WnNT ADM N

2 Tep/lp IdleWw 3.4 M 715 194 Node WnNT VKS. 23FHBV

3 Tep/lp ldlew 7S 705 186 Node A X A XAl ENT1
22 Tep/lp Idlew 3 'S 1.1K 211 Node A X CEVNCDEL

3. Notify users: This is to notify any existing administrative and client node
sessions that you plan to shut down the server. ADSM does not provide a
network notification facility; you must use external means to notify users.

4. Cancel any existing administrative or client node sessions: To cancel a
session, you must identify it by its session number. You can identify the
session number by issuing the query sessi on command. For example, in the
screen above, one session number is 2 (client WKS.23FFHBV). You can
cancel that session by entering the cancel sessi on command:

adsmy cancel session 2

ANRD490l Cancel i ng session 2 for node VKS 23FHHBV (WnNI) .

If you want to cancel all backup-archive client sessions, enter the following
command:

adsnm» cancel session all

ANRD490l Cancel i ng session 3 for node Al XCLIENTL (ALX) .
ANRD490 Cancel i ng session 22 for node DEVWNIEL (A X) .

If an operation, such as a backup or an archive process, is interrupted when
you cancel the session, ADSM rolls back the results of the current transaction.
That is, any changes that are not yet committed to the database are undone. If
necessary, the cancellation process may be delayed. For example, if a client
restore session is in a restartable state, the file space is locked and no files
can be moved from sequential volumes. This prevents the data from being
migrated, moved, reclaimed, or backed up by another operation. These
sessions will automatically expire when the specified restore interval has
passed. For further details, see the query restore and cancel restore
commands.

5. Find out if any other processes are running, such as server migration or
inventory expiration, by using the query process command. If a database
backup process is running, allow it to complete before halting the server. If
other types of processes are running, cancel them by using the cancel process
command.

6. Halt the server and all server operations by using the halt command as
explained in Chapter 12.1.2.1, “Stopping the ADSM Server Immediately” on
page 199.
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One of the features that are integrated to ADSM is a complete set of messages
that can be enabled, disabled, stored, or even forwarded to other ADSM servers,
user programs, enterprise consoles like T/EC, or using SNMP. These
components are also known as receivers. Since event logging has a full set of
functions and features that are beyond of the scope of this book, we only cover
some basic settings.

ADSM divides the range and the source of the messages by prefixes. For
example, prefix ANR is for server messages, and most of prefix ANS messages
are from backup-archive client sessions. Details of all these messages are
explained in ADSM V3R1 Messages, (GC35-0271).

You can enable or disable messages for any particular receiver. The only
restriction is with respect to severe or internal system messages that will not be
disabled, even if you define it.

Logging of events to both the ADSM server console and the ADSM activity log
begins automatically at server startup. Messages can appear on the server
console, the administrative client, an operator terminal, the administrative
graphical user interface, the backup-archive client, or the space-management
client.

ADSM provides an activity log to help the administrator track server activity and
monitor the system. The activity log contains messages generated by the server
and is stored in the database. Any messages sent to the server console are
stored in the activity log. Examples of the types of messages stored in the activity
log include:

* When client sessions start or end

* When migration starts or ends

* When backed up files are expired from data storage
¢ Any output generated from background processes

You can check if event logging is enabled for a receiver by using the query stat us
command and checking the Active Receivers field:
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adsn» query status
ADBM Server for AlX-RS 6000 - \Version 3, Release 1, Level 2.1

Server Nane: A XL

Server host nane or |P address:

Server TCQP/ I P port nunber:

Server WURL:

Q ossdefi ne:

Server Password Set:

Server Installation Date/Tine:

Server Restart Date/Tine:

Aut henti cati on:

Password Expiration Period:

Invalid Sgn-on Attenpt Linit:

M ni num Password Lengt h:

VB Admin Authentication Tine-out (mnutes):

Regi stration:

Availability:

Account i ng:

Activity Log Retention Period:

Li cense Audit Period:

Last License Audit:

Server License Qonpl i ance:
Central Schedul er:

Maxi num Sessi ons:

Maxi rum Schedul ed Sessi ons:

Event Record Retention Period:

Qient Action Duration:

Schedul e Randoni zat i on Per cent age:

af

No

02/ 13/ 1998 10: 59: 41
02/ 02/ 1999 11:14: 31
(¢)

120 Day(s)

3

0

0

Qpen

Enabl ed

(@)

1 Day(s)

30 Day(s)

01/ 23/ 1999 01: 58: 01
Valid
Active

25

12

10 Day(s)

5 Day(s)

25

Qient’s Choi ce
Qient’s Choi ce
Qient’s Choi ce

Any

Nor nal

O sabl ed

CONSOLE ACTLOG

Query Schedul e Peri od:
Maxi num Conmand Retri es:
Retry Period:
Schedul i ng Mbdes:
Log Mde:
Dat abase Backup Trigger:
Active Receivers:
onfigurati on nanager?: Of
Refresh interval : 60

Last refresh date/tine:

We recommend that you run the begi n event | oggi ng command to make sure that
all defined receivers are active. Use this command to begin logging events to one
or more receivers. Event logging automatically begins when the server is started
for the console and activity log, and for any receivers that are started
automatically based on entries in the server options file. A receiver for which
event logging has begun is an active receiver. The next screen shows you how to
activate all defined receivers:

adsn® begi n event| oggi ng

ANRL825] Event |ogging active for the QONSCLE recei ver.
ANRL825] Event |oggi ng active for the ACILGG recei ver.

We recommend that you enable nodename logging, so that you can also monitor
client activity centrally in the server. Note that enabling client events to the
activity log will increase the ADSM database utilization. You can set a retention
period for the log records by using the set act! ogretenti on command. To enable
a specific receiver (CONSOLE, ACTLOG, EVENTSERVER, FILE, SNMP,
TIVOLI, USEREXIT) enter the enabl e events command:

adsn» enabl e events actlog al | nodenane=*

ANRL844] ENABLE BEVENTS command pr ocessed.
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Windows NT Users:

On Windows NT, you also have a NTEVENTLOG receiver. This enables you to
sent events to the application eventlog, so that you can use the Windows Event
Viewer to monitor an ADSM system. In this case, we recommend that you
issue the enabl e events command for the events category SEVERE only.

12.3 Daily Sanity Checks

This section shows you how to perform some basic, yet important, system
validations on your ADSM environment. These checks assume that you do not
have any kind of automation in place, so that you (or the ADSM operations team)
may have to control some of the ADSM aspects to have it running properly.

All commands are based in the administrative command line interface. This
makes the monitoring process easier and can be further enhanced to
accommodate any automation facility you may desire. We recommend that you
start using all of the commands on a daily basis, then once you feel confident of
your environment settings, you can use any or all of them on a weekly basis. You
should balance the level of information that you believe is necessary as you start
running the commands.

You should run monitoring commands as part of the daily operations check, as a
sync-point for all ADSM personnel, especially if your company has different
working hours and different working teams.

ADSM has a rich set of commands that allow you to monitor and create your own
reports. The query command set is the base for most information from the server.
Typing hel p query or hel p query <command> provides you with further details on all
possible combinations.

12.3.1 Database and Recovery Log

204

The following is a list of important ADSM queries for the database and recovery
log in alphabetical order.

12.3.1.1 Display Database Information
To display information about your current database occupancy and how much
space is still available for extension, use the query db command:
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adsn» query db

Availabl e Assigned Maximum Mxinum  Page Tot al Wsed Pct  Max.
Space Capacity Extension Reduction dze Usabl e Pages Uil Pet
(M3 (M) (M) (M3 (bytes) Pages Uil

20 20 0 12 4,096 5,120 772 15.1 15.1

adsmy query db fornat =det ai |

Avail abl e Space (MB): 20
Assigned Capacity (MB): 20
Maxi num Ext ension (MB): O
Mixi num Reduction (MB): 12
Page S ze (bytes): 4,096
Total Wsabl e Pages: 5,120
Wsed Pages: 772
Pct Wil: 15.1
Max. Pet Wil: 15.1
Physi cal \ol unes: 6
Buf fer Pool Pages: 512
Total Buffer Requests: 18, 350
Cache Ht Pect.: 98.70
Cache Vdit Pect.: 0.00
Backup in Progress?. No
Type of Backup In Progress:
Incremental s Since Last Full: O
Changed S nce Last Backup (MB): 3.02
Per cent age Changed: 100. 00
Last Qonpl ete Backup Date/ Tine: 01/ 27/ 1999 15: 58: 05

12.3.1.2 Display Database Volumes Information

Use the query dbvol une command to display information on one or more database
volumes, including available, allocated, and free space on the volume. This
command displays information about the specified database volume and any
database volume copies.

-

adsn» query dbvol une

\ol une Nane Copy \ol une Nane Copy \ol une Nane Qopy

(Qopy 1) Satus (Qopy 2) Satus (CGopy 3) Satus

/ adsni dat abase/ - Sync’d /adsnidat abase/- Sync’d Undef -
primary/fileOl copy/ fil e0l i ned

/usr/| pp/ adsnse- Sync’ d Undef - Undef -
rv/ bi n/ db. dsm i ned i ned

12.3.1.3 Display Information on the Recovery Log

Use the query | og command to display allocation information about the recovery
log, including utilization, expansion, and reduction abilities.
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adsnmy query | og

Availabl e Assigned Maximum Mxinum  Page Tot al Wsed Pct  Max.
Space Capacity Extension Reduction dze Usabl e Pages Uil Pet
(M) (M) (M) (M3 (bytes) Pages Uil

8 8 0 4 4,09 1,536 268 17.4 30.5

adsmy query | og fornat =det ai |

Avail abl e Space (MB): 8
Assigned Capacity (MB): 8
Maxi num Ext ension (MB): O
Mixi num Reduction (MB): 4
Page S ze (bytes): 4
Total Wsabl e Pages: 1
Used Pages: 26

Pct Wil: 17.4

Max. Pet Wil: 30.5

Physi cal \ol unes: 1
Log Pool Pages: 128

Log Pool Pct. Wil: 0.19

Log Pool Pct. Wit: 0.00

Qumul at i ve Gonsunption (MB): 15.92
Qonsunpti on Reset Date/ Tine: 10/ 29/ 1998 12: 03: 23

12.3.1.4 Information on Log Volumes

Use the query | ogvol ume command to display information on one or more recovery
log volumes, including available, allocated, and free space on the volume. This
command displays information about the specified recovery log volume and any

recovery log volume copies. The next screen shows you the output for a UNIX
server.

~
adsn» query | ogvol une
\ol une Nane Copy \ol une Nane Copy \ol une Nane Qopy
(Qopy 1) Satus (Qopy 2) Satus (Copy 3) Satus
/adsnil og/prima- Sync’d /adsnilog/copy/- Sync'd Undef -

ry/file0l file0l i ned
[usr/| pp/adsnse- Sync’ d Undef - Undef -

rv/ bin/l og. dsm i ned i ned

/

12.3.1.5 Display Sequential Volume History Information

Use the query vol hi story command to display sequential volume history
information that has been collected by the server.
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adsnm» query vol hi st begi ndat e=02/ 04/ 1999

Dat e/ Ti ne:

\ol une Type:
Backup Series:
Backup Qperati on:
Vol une Seq:

Devi ce A ass:

\ol une Nane:

\ol une Locat i on:

Cat e/ Ti ne:

02/ 04/1999 15:13: 11
ST@HETE

0

0

0

aLT

Va.004

02/ 05/ 1999 16: 55: 44

Vol une Type: STA\EW

Backup Series:
Backup Qperati on:
Vol une Seq:

Devi ce A ass:

Vol une Nane:

\ol une Locat i on:

0

0

0

LT
V00001

12.3.2 Data Storage

The following is a list of important ADSM queries for the data storage in
alphabetical order.

12.3.2.1 Client Node Storage Utilization
Use the query audi t occupancy command to display information about the client
node server storage utilization. The displayed information is current as of the last

license audit processed by the ADSM server. You can use this information to

determine if and where client node storage utilization needs to be balanced. This
information can also assist with billing clients for storage usage.

adsn» query audi t occupancy
License infornation as of last audit on 02/05/99 at 17:20: 43.

Node Nane

Backup
Storage
Wsed (MB

gOOOOOOOO

=
o
OCOO0OO0OO0OrOoOOo

Archi ve Space- Managed
Sorage Sorage Wsed
Wsed (MB) (M3

COO0OO0OONOO0OO0OO0OO0ODWOOOOOo
[eojejejlololololololololololololoNo]

= ()]
o ﬁ =
OO0 O0OO0OWMOODMNOOLWOOOOO

12.3.2.2 Display Drive Information
Use the query drive command to display information about a drive located in a

server-attached library. You may use this command to validate if all drives are

online. The next screen shows you the output for a UNIX server.
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adsn» query drive

Library Nane Drive Name Devi ce Type Device ON LINE
L8W RO 3w /dev/imO Yes
LOLT DRvVL oT /dev/n 1 Yes

12.3.2.3 Query a Library Volume

Use the query |ibvol une command to display information about one or more
volumes that have been previously checked into an automated library for use by
the ADSM server.

adsn» query |ibvol une

Li brary Nane \ol une Narre Satus Last Wse Hone H enent
LOLT V00001 Scratch 8
LOLT V00002 Scratch 9

12.3.2.4 Sequential Access Storage Pool Media
Use the query nedi a command to display information about the sequential access
primary and copy storage pool volumes moved by the nove nedi a command.

adsmrquery nedi a * stg=of f data
ANR20171 Adnmini strator SERVER QONSCLE i ssued command: QUERY MEDI A * st g=of fdata

\ol une Sate Locat i on Aut onat ed
Nane Li bNane
00003 Muntable not in library | TSO vaul t

12.3.2.5 Display File Space Information by Storage Pool

Use the query occupancy command to display information on where a client’s file
spaces are stored and how much space they occupy. This command can be used
to display information about file spaces that are stored in primary or copy storage
pools.
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ads» query occupancy
Node Nane Type Flespace Sorage Nunber of  Physical Logi cal
Nane Pool Nane Fles Space Soace
Cccupi ed  Qeeupi ed
(MB) (M
A XAl ENT1 Bkup / BACKUPPOCL 4 0.01 0.01
A XAl ENT1 Bkup /hone BACKUPPOCL 13 0.17 0.17
A XAl ENTL Arch /hone BACKUPPOCL 13 0.17 0.17
PAGTPAGD BEXCH Bkup ACOME MOTGR 8MMPOCL 1 10. 00 10. 00
QP VES
T. PAGTPA
QIS
PAGIPAGD BEXCH Bkup ACQME MOTCR 8MVPOOL 5 34.04 34.04
AP VES
T. PAGTPA
QDOR
SCAND UM Arch R \VE BACKUPPOCL 251 619. 05 619. 05
VKS. 23FRBV Bkup \\23ffhbv- BACKUPPOOL 1, 536 100. 93 100. 93
\c$
VKS. 23FRHBV Arch \\23ffhbv- BACKUPPOCL 146 6.52 6.52
\c$
/
12.3.2.6 Query One or More Pending Mount Requests
Use the query request command to display information about one or more
pending mount requests.
adsnequery request
ANR20171 Admini strator SERVER QONSCLE i ssued command: QUERY REQUEST
ANRB352 Request s out st andi ng:
ANRB306 002: Insert OLT vol une M2611 RWinto the slot with el enent nunber 3
of library LOLT within 59 nminutes; issue 'REPLY al ong with the request |D when
ready.
12.3.2.7 Query One or More Storage Pools
Use the query stgpool command to display information about one or more
storage pools.
~
adsnmy query st gpool
S orage Devi ce Estimated Pct Pct Hgh Low Next
Pool Nane d ass Nane QGpacity Wil Mgr Mg Mg Sorage
(MB) Pct Pct  Pool
8MMPOCL 8MVEV 4,944.0 0.9 100.0 90 70
ARHVEPAL DO XK 0.0 0.0 0.0 90 70 BAKUPPOOL
BAKLPPOD. DO K 736.0 75.5 755 80 70
D SKDATA O XK 50.0 0.0 0.0 70 30 TAPEDATA
DO KO RS O K 50.0 0.0 0.0 100 70
CHFDATA GOFFS TE 0.0 0.0
GO RS GOFFS TE 0.0 0.0
SPACEMPOL DK 0.0 0.0 0.0 9 70
TAPEDATA aLT 204, 800, 00 0.0 0.0 100 70

12.3.2.8 Query One or More Storage Pool Volumes

Use the query vol une command to display information about one or more storage
pool volumes. This command displays information about volumes defined to
ADSM. The next screen shows you the output for a UNIX server.
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adsnm» query vol une

\ol une Nane Sorage Devi ce Esti nat ed Pct Vol une
Pool Nane Qass Nane  Qapacity Wil Satus
(M)

/dsmst g1/ dat al. dsm BAKLPPOOL. D XK 368.0 54.3 n-Line
/ dsm st g2/ dat a2. dsm BAKPPOOL DO XK 368.0 96.8 n-Line
/dsmstg3d/dirsdatal.dsm O SKDRS O sK 50.0 0.0 n-Line
/dsmst g3/ di skdatal.dsm DO SKDATA 0O K 50.0 0.0 On-Line
ADSMOL ML SMLEV 4,944.0 0.9 Flling
00001 TAPEDATA aLT 20, 480. 0 0.8 Flling

12.3.3 Client-Server Activity

The following is list of important ADSM queries for client-server activities in
alphabetical order.

12.3.3.1 Search Activity Log for Messages

One of the basic commands to access the activity log is the query actl og
command. Use the query actl og command to search the server activity log for
messages selected by a range of time or date, message number, or string
expression. If you do not specify any parameters for this command, all messages
that were generated in the last hour are displayed.

adsn» query act!| og

02/ 02/ 1999 15:35: 01 ANRR5611 Schedul e pronpter contacti ng SCAND UM ('sessi on
25) to start a schedul ed operati on.

02/ 02/ 1999 15:35: 03 ANRD4061 Session 26 started for node SCAND UM (WnNT)
(Tep/1p 9.1.150. 184(3244)) .

02/ 02/ 1999 15:35:26 ANRD406l Session 27 started for node SCAND UM (WnNT)
(Tep/1p 9. 1. 150. 184( 3247)) .

02/ 02/ 1999 15:35:28 ANE49671 (Session: 27, Node: SCANDW) Aggregate data
transfer rate: 0. 81 KB sec

02/ 02/ 1999 15:35:28 ANE4968I (Session: 27, Node: SCANDW (b ects conpressed
by: 0%

02/ 02/ 1999 15:35:28 ANE4964l (Session: 27, Node: SCANDWV H apsed processi ng
tine: 00: 00: 01

02/ 02/ 1999 15:35:28 ANRD403l Sessi on 27 ended for node SCAND UM (WnNT).

02/ 02/ 1999 15:35:28 ANRD406l Session 28 started for node SCAND UM (WnNNT)
(Tep/1p 9. 1. 150. 184(3249)) .

02/ 02/ 1999 15:35:33 ANRD522WTransaction failed for session 28 for node
SCAND UM (WnNT) - no space avail abl e i n storage pool
BACKLPPQOOL and al | successor pool s.

02/ 02/ 1999 15:35:41 ANRD403| Session 28 ended for node SCAND UM (WnNT).

02/ 02/ 1999 15:36: 21 ANRD403l Session 26 ended for node SCAND UM (WnNT) .

02/ 02/ 1999 15:36: 21 ANRD406l Session 29 started for node SCAND UM (WnNNT)
(Tep/ 1p 9. 1. 150. 184(3274)) .

02/ 02/ 1999 15:36: 21 ANRD403l Session 29 ended for node SCAND UM (WnNNT) .

02/ 02/ 1999 15:50: 09 ANRD984l Process 2 for MARATION started i n the BAGKGROUND
at 15: 50: 09.

02/ 02/ 1999 15:50: 09 ANRLO0OI Mgration process 2 started for storage pool
BACKUPPOOL.

02/ 02/ 1999 15:50: 09 ANRLO25WM gration process 2 ternmnated for storage pool
BACKUPPQOOL - insufficient space in subordinate storage
pool .

02/ 02/ 1999 15:50: 09 ANRD985I Process 2 for M@RATI QN running i n the BAGKGROUND
conpl eted wth conpl eti on state FAILURE at 15: 50: 09.

02/ 02/ 1999 15:50: 09 ANRLO02I Mgration for storage pool BACKUPPOOL w |l be
retried in 60 seconds.
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12.3.3.2 Query Scheduled and Completed Events

Use the query event command to display scheduled and completed events. This
command takes two forms, depending on whether the query applies to scheduled
client operations or scheduled administrative commands.

Each scheduled client operation and administrative command is called an event.
The server tracks each scheduled event and records the results of each function
in the database. An event record is created whenever processing of a scheduled
command is started or missed.

The query event command may display information about an event for which there
is no event record. For example, if you request information about a scheduled
event in the future, the query event command displays the status of Future for the
event even though no event record has been created for this event. In addition,
the query event command displays the status for past events whose event
records have already been removed from the database. In this case, the server
returns the status of Uncertain because the actual event status cannot be
determined without the event records. The following shows the command and its
output to query scheduled client events:

N

adsn» query event * *

Schedul ed S art Actual Sart Schedul e Nane Node Nane S at us

02/ 10/ 1999 00:00: 00 02/10/1999 00: 00:04 EXCH DALY  SCAND UVl EXCH Conpl et ed

02/ 10/ 1999 00: 05: 00 MYSTUFF NOGALES M ssed

02/ 10/ 1999 00: 35: 00 02/10/1999 00: 35:03 HIRY GFFLI - SCAND UM Qonpl et ed
NE_ARCH

02/ 10/ 1999 01: 05: 00 MYSTUFF NOGALES M ssed

02/10/1999 01:35:00 02/10/1999 01:35:02 HIRY GFFLI- SCAND UM Qonpl et ed
NE_ARCH

02/ 10/ 1999 02: 05: 00 MYSTUFF NOGALES M ssed

02/ 10/ 1999 02:35:00 02/10/1999 02: 35:03 HIRY GFFLI- SCAND UM Qonpl et ed
NE_ARCH

02/ 10/ 1999 03: 05: 00 MYSTUFF NOGALES M ssed

02/ 10/ 1999 03:35:00 02/10/1999 03:35:03 HIRY GFLI- SCAND UM Qonpl et ed
NE_ARCH

02/ 10/ 1999 04: 05: 00 MYSTUFF NOGALES M ssed

02/ 10/ 1999 04:35:00 02/10/1999 04:35:03 HIRY GFFLI- SCAND UM Qonpl et ed
NE_ARCH

02/ 10/ 1999 05: 05: 00 MYSTUFF NOGALES M ssed

02/ 10/ 1999 05:35:00 02/10/1999 05:35:03 HIRY GFFLI- SCAND UM Qonpl et ed
NE_ARCH

02/ 10/ 1999 06: 05: 00 MYSTUFF NOGALES M ssed

The following shows the command and its output to query scheduled
administrative events:
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adsn» query event * type=adninistrative

Schedul ed S art Actual Sart Schedul e Nane Satus

03/ 16/ 1999 00: 00: 00 03/ 16/ 1999 00: 00: 29 AD T_LI CANSE GQonpl et ed

03/ 16/ 1999 04: 00: 00 03/ 16/ 1999 04: 00: 29 REDBAK OFFS Qonpl eted
I TE

03/ 16/ 1999 07: 00: 00 03/ 16/ 1999 07: 00: 00 BACKUP_DATAB- Fail ed
ASE

03/ 16/ 1999 07: 00: 00 03/ 16/ 1999 07: 00: 00 DELETE VAH - Qonpl eted
ST

03/ 16/ 1999 07: 00: 00 03/ 16/ 1999 07: 00: 00 M GRATI ON ST- Qonpl et ed

03/ 16/ 1999 10: 00: 00 03/ 16/ 1999 10: 00: 00 M GRATI ON _ST- Qonpl et ed

03/ 16/ 1999 10: 00: 00 03/ 16/ 1999 10: 00: 00 RECLA M OFFD Qonpl eted
| RS_START

03/ 16/ 1999 11: 00: 00 03/ 16/ 1999 11: 00: 00 REQLA M OFFD Qonpl eted
ATA _START

03/ 16/ 1999 11:00: 00 03/ 16/ 1999 11: 00: 00 REAA M CFFD Qonpl et ed
| RS _STCP

03/ 16/ 1999 14: 00: 00 03/ 16/ 1999 14: 00: 01 REQLAl M GFFD- Qonpl et ed
ATA STCP

12.3.3.3 Query One or More Server Processes
Use the query process query process command to display information about one
or more active background processes.

adsne query process

Process Process Description Satus
Nunier
24 Mve Data \ol une /dsm st g1/ dat al. dsm (st orage pool
), Target Pool TAPEDATA Mved F | es:
0, Mved Bytes: 0, Ureadable Fles: 0,
Unreadabl e Bytes: 0. Qurrent Physical File
(bytes): 4,096

Witing for nount of scratch vol une (72
seconds) .

25 Dat abase Backup Full backup: O pages of 1010 backed up.

12.3.3.4 Query Restartable Restore Sessions

Use the query restore command to display information about the restartable
restore sessions recorded in the server database. Certain restore operations
invoke a special protocol with ADSM. These special restores are called
restartable restore sessions. It is desirable to know which restores are using this
protocol for two reasons:

1. Restartable restore sessions that fail for some reasons (network outage, client
failure, or server outage) can be restarted from where the restore operation
left off. This can save valuable time because these restore operations do not
have to be started over again. The query restore command displays the
restartable restore sessions.

2. Restartable restore sessions lock the filespace, and do not allow files to be
moved off of sequential volumes. The query restore command displays the
restartable restore sessions and their associated filespace. The cancel
restore command can be used to cancel a restartable restore session.
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adsn» query restore

Sess Restore H apsed Node Nane F | espace
Nurber Sate M nut es Nane
-1 Restartabl e 2 VS, 23FHBY \\ m chi gan-
\ adsnt eam

12.3.3.5 Query One or More Client Sessions
Use the query sessi on command to display information on one or more
administrative and client node sessions.

adsn» query sessi on

Sess nm Sess Wit Bytes Bytes Sess Patformdient Nane
Nunber Method Sate Time Sent  Recvd Type

258 Tcp/ Ip Run 0S 80.4K 1.8 KAdmn WnNT ARVANDO

265 Tep/lp IdeWw 18 S 826 186 Node A X A XAl ENT1

266 Tcp/lp Idew 7S 828 194 Node WnNT VKS. 23FFHBY

12.4 Tape Management

This section shows you how to use ADSM tapes, how to label them, and how to
manage the many possible stages a tape can have.

Tape is a vital component of the storage hierarchy. When you start using ADSM,
you have to create storage pools to hold all your data. After a storage pool is
defined, you also need to define volumes to the storage pool, so that you have
space to store the data. ADSM allows you to use and reuse removable media to
store data. One of the key concepts for ADSM is the distinction between onsite
data and offsite copy. For our discussion, we assume that all data that is
available in the company is onsite data. All data that is remotely stored in another
location is offsite data. Figure 35 on page 213 shows you onsite and offsite tapes.

onsite  (inside the company) | Ofisite (outside the company)

Storage Hierarchy

B8 voroe v
000

Backup
storage
ool ﬁ ﬁ ﬁ
} Send Data ==> ﬁ ﬁ ﬁ
Database ﬁ

P OO0

Figure 35. Onsite and Offsite Distinction
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All tapes used for onsite data are copied to different tapes to be sent to an offsite
location. ADSM keeps track of all volumes (onsite and offsite) so that you do not
have to care about which volumes are in the company or in the offsite location.
ADSM can handle both onsite and offsite tapes. Figure 36 on page 214 shows a
generic tape processing from the moment the data is backed up until it is sent to
offsite.

ADSM SERVER

& \\ e

Recovery Plan File Database Backup Copy Storage Pool Backup

T

To offsite location

Figure 36. ADSM Tape Processing

Under normal conditions, all offsite tapes contain exactly the same valid data that
you have onsite. This means that onsite and offsite volumes mirror the same
data. This does not mean that you have the same amount of tapes, but simply
shows that what you have “inside” is the same that you have “outside”
(regardless of the number of tapes).

Depending on the environment you are working on (manual devices or automated
libraries), you may have different operational procedures. For example, if you
have a 3494 tape library, the CHECKIN and CHECKOUT operations are part of
the tape movement, with no manual intervention required. Otherwise, if you have
a single I/O slot in a library (or even a manual device), you need to REPLY to the
mount/unmount requests before executing the next command.

As you can see in Figure 37 on page 215, the steps that you must accomplish to
store data on tape are:

Label tape (create volume)

Add tape volume to ADSM inventory

Use the tapes (ADSM will do this)

Create Offsite copies of your data

Send Offsite volumes to safe location

Manage expired data (reclamation)

N o g ks~ oDd e

Receive free Offsite volumes no longer needed (reclaimed)
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Label Add Tape
Tape to Inventary
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i Frocessing

I Offsite

Figure 37. How ADSM Tapes Are Processed

Although it is not in the scope of this book to show you how to use DRM, it is a
key component to successfully handle many tape management procedures. We
recommend that you further evaluate DRM as a better approach to handle offsite
tapes, database backups, and disaster plans. As an example, Figure 38 on page
215 shows a typical DRM tape management with enhanced control of the actual
state of the tapes:

Offsite

Onsits In Transit Wault
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DRMDBACKUPEXPIREDAYS‘J""
Backup I
el Private  Scratch REUSEDELAY
- rxwﬁ , Ay
Scratchﬁ ) ks d
ﬁ@‘&_‘_ WAULTRETRIEVE

-"""'-—-.__.—7
ONSITERETRIE\JE\H@“___,

COURIERRETRIEVE

Backup
storage

Figure 38. ADSM DRM Tape Lifecycle

12.4.1 Labelling Tapes

To start using new tapes, you need to first prepare removable media by using the
| abel 1ibvol une command. If you have an automated library (like the example we
show), you can load the library with the new volumes and label them all with one
single command. Depending on the library that you have (3494, SCSI, or
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MANUAL) the command syntax may be slight different. For further details, type
hel p | abel |ibvol urre.

To label new tapes (scratch tapes) in a SCSI library which has no barcode reader,
use the following command:

adsnrl abel |ibvol une | dit search=yes | abel source=pronpt checki n=scratch

ANR20171 Admini strator SERVER QONSQLE i ssued command: LABEL libv Idit

sear ch=yes | abel sour ce=pronpt checki n=scrat ch

ANRD984l Process 1 for LABH. LIBVALUME started in the BAKAROUND at 11: 01: 42.
ANRB7991 LABAL LIBVOUME (peration for library LOLT started as process 1.
ANRBB09I 001: P ease provide the |abel nane for the volune in slot el ement 5 of
library LOLT by issuing REPLY n LABH=xxx wthin 60 minutes, where nis the
request 1D and xxx is the desired | abel nane.

adsnereply 1 | abel =C02201

ANR20171 Adnini strator SERVER GONSQLE i ssued command: REPLY 1 | abel =0Dr201
ANRB499I Command accept ed.

ANRB810l Vol une 2201 has been labeled in library LOLT.

ANRB427I CHECKI N LI BWOLUME for vol une 2201 in library LOLT conpl et ed
successful ly.

ANRBB09I 002: H ease provide the label nane for the volune in slot element 9 of
library LOLT by issuing REPLY n LABEL =xxx wthin 60 mnutes, where nis the
request 1D and xxx is the desired | abel nane.

adsmereply 2 | abel =vol 002

ANR2017]1 Admini strator SERVER QONSCLE i ssued command: REPLY 2 | abel =vol 002
ANRB499I Command accept ed.

ANRB810l Vol une MA.002 has been labeled in library LOLT.

ANRB427] GHECKI N LI BVO.UME for vol unme MA002 in library LOLT conpl et ed
successful ly.

ANRB801l LABAL LIBVAUME process 1 for library LOLT conpl eted; 2 vol une(s)

| abel | ed, 2 vol une(s) checked-in.

ANRD985I Process 1 for LABE. LI BVALUME running in the BAGKEROUND conpl eted wth

conpl etion state SUJCESS at 11: 06: 44.

If you have a library of type MANUAL (for example, a library named I8mm) and
you want to label a volume as VOLO0O01, use the following command:

adsn® | abel |ibvol une | 8nmvol 001 overwite=yes
ANSB003I Process nunier 23 started.
adsm query process
Process Process Description Satus
Nunber
23 LABEL LI BVO.UME ANRBB04! Label ling vol une MOL001 in library
L8MM
adsnm» query actl og sear ch=vol 001
02/ 05/ 1999 15:54:30 ANR2017I Administrator ADMN issued command: LABEL |ibv
| 8mmn vol 001 overwrite=yes
02/ 05/ 1999 15:54:30 ANRB3261 017: Munt 8MMvol une MOL001 R Win drive DRWO
(/devim0) of library LBMMw thin 60 m nutes.
02/ 05/ 1999 15:56:48 ANRB3721 017: Renove 8MMvol une MAL001 fromdrive CRO
(/devimO0) of library L8MM
02/ 05/ 1999 15:56: 48 ANRB800I LABH. LIBVALUME for volune MAL001 in library L8MV
conpl et ed successful ly.
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12.4.2 Onsite Tape Management to Offsite

If you think of onsite tape management as the source of all data, then all
commands that you run from this point on are to send data to an offsite location,
which can be thought as a destination. The commands explained in this section
shows how to move data from onsite to offsite.

For manually mounted devices, ADSM sends messages that request that
volumes be mounted when they are needed. When ADSM needs to write to a
tape, it first tries to write to a previously used tape with enough room for new
data. If that is not possible, ADSM asks to mount a SCRATCH (new) tape for use.
In manual libraries, you do not need to incorporate them into a library since there
is no inventory.

For devices in automated libraries (such as a tape autochanger), ADSM interacts
with the library to mount volumes, but sends messages when the library needs
attention from an operator. ADSM also tracks the inventory of media in each
automated library. You need to manage new tapes that you have labelled by the
[ abel 1ibvol une command or they are reclaimed volumes from offsite.

The steps that you need to perform to send data to offsite are the following:
1. Backup your vital data to the copy storage pools

2. List all volumes that must be sent to offsite

3. Check out volumes from the library
4

. Update the volume location to offsite

12.4.2.1 Backup Your Vital Data

Use the backup st gpool command to create copies of files that reside in a primary
storage pool, and store them in a copy storage pool. If a file is already duplicated
in the specified copy storage pool, a new copy of the file is not made in that copy
pool. However, if a copy of a physical file already exists in the copy storage pool,
but the copy is marked damaged, a new copy will be created, provided that the
primary physical file is not also marked damaged. The following command backs
up onsite data from the DISKDATA and DISKDIRS storage pool to the OFFDATA
and OFFDIRS storage pools respectively. This task can also be automated using
a server script as shown in 11.2.1, “Defining an Offsite Backup Schedule” on
page 186.
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adsmrbackup stgpool di skdata of f dat a

ANR20171 Admini strator SERVER OONSCLE i ssued command: BACKUP STGPALL di skdat a
offdata

ANRD984l Process 5 for BACKUP STGRAGE PAOL started in the BAOKGROUND at

18: 06: 09.

ANR2110I BACKLP STGPQOL started as process 5.

ANRL210l Backup of primary storage pool DO SKDATA to copy storage pool CHFDATA
started as process 5.

ANRB337I OLT vol une V00003 nounted in drive DRVL (/dev/ntl).

ANRL3401 Scratch vol une V00003 i s now defined in storage pool GFFDATA
ANR1212| Backup process 5 ended for storage pool D SKDATA

ANRD986l Process 5 for BACKUP STARAGE PAOL running in the BACKAAND processed
16 itens for atotal of 35,639, 29 bytes with a conpl etion state of SUGCESS at
18: 08: 07.

ANR1214] Backup of prinary storage pool DO SKDATA to copy storage pool CHFDATA
has ended. Files Backed Up: 16, Bytes Backed Up: 35639296, Unhreadable Fles:
0, lhreadabl e Bytes: O.

adsn» query vol une * stg=offdata

Vol une Nane Sorage Devi ce Esti mat ed Pct  \ol une
Pool Nane Qass Nane  Gapacity Wil Satus
(M)
00003 CFFDATA aLT 20, 480. 0 0.0 Flling
/
S i N
adsmrbackup stgpool diskdirs offdirs
ANR20171 Admini strator SERVER QONSCLE i ssued command: BACKUP STGPACL di skdirs
offdirs
ANRD984I Process 6 for BAOKLP STGRAGE POOL started in the BAOKGROUND at
07: 34: 49.
ANR2110I BACKLP STGPQOL started as process 6.
ANRL210l Backup of prinary storage pool O SKDRS to copy storage pool CFFDRS
started as process 6.
ANRB337I OLT vol une V00001 nounted in drive DRVL (/dev/ntl).
ANR1212| Backup process 6 ended for storage pool O SKD RS
ANRD986l Process 6 for BACKUP STGRAGE PGOL running in the BACKGRAUND processed
24 itens for atotal of 507,904 bytes with a conpletion state of SUJESS at
07: 36: 23.
ANRL214] Backup of prinmary storage pool O SKDRSto copy storage pool GFFD RS
has ended. Fles Backed W: 24, Bytes Backed Uo: 507904, lhreadable Files: O,
Lhreadabl e Bytes: 0.
adsmr query vol une * stg=offdirs
\ol une Nane S orage Devi ce Esti nat ed Pct Vol une
Pool Nane Qass Name  QGapacity Wil Satus
(M)
00001 GFO RS aLT 20, 480. 0 0.0 Flling
/

12.4.2.2 List Volumes to Send to Offsite

You must use the query vol une command to list all offsite tapes that need to go to
the offsite location. In our example, we assume that an offsite tape is any tape
that belongs to the copy storage called OFFDATA and OFFDIRS, and thus, must
be moved to a separate safe location (a vault).
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adsnm» query vol une * access=readwite, readonly status=full,filling
st gpool =of f dat a

\ol une Nane Sorage Devi ce Esti nat ed Pct Vol une
Pool Nane Qass Nane  Gapacity Wil Satus

(M
V00003 CFFDATA LT 20, 480.0 0.0 Flling

adsm> query vol une * access=readwite, readonly status=full,filling
st gpool =of fdirs

Vol une Nane Sorage Devi ce Esti mat ed Pct  \ol une
Pool Nane Qass Nane  Gapacity Wil Satus

(M)
00001 FO RS aL.T 20, 480. 0 0.0 Flling

As you can see from the example, the query vol une listed two volumes (V00003
and V00001). The offsite movement operation must take into account two types
of volumes: FULL and FILLING. You must issue the command for both status, so

that you move all needed volumes.

We recommend that you keep a record of these volumes for tracking purposes.

12.4.2.3 Checking Out Volumes from the Library
This command is only used if you have an automated tape library. Use the

checkout |ibvol une commands to remove ADSM control of a storage volume

located in a library. You must use the same volume listing that you got from the
previous query vol une section. In our case, the volumes are V00003 and V00001:

adsnecheckout |ibvol une | dit v00003
ANR20171 Adnmini strator SERVER QONSCLE i ssued command: CHECKQJT libv 1dit v00003

ANRD984l Process 8 for GHECKOJT LIBUWAUME started in the BAKGRAND at
07: 42: 16.

ANRB4341 CHEQKQUT LIBVALUME (peration for vol une V00003 in library LOLT
started as process 8.

ANRB336l Verifying |abel of OLT vol une VMOO003 in drive DRVL (/dev/nil).
ANRB307I 001: Renove CLT vol une V00003 fromslot with el ement nunber 3 of
library LOLT; issue 'REPLY along with the request |D when ready.

adsmereply 1

ANR2017] Admini strator SERVER QONSCLE i ssued command: REPLY 1

ANRB499I Cormand accept ed.

ANRB438I CHECKAUT LI BVALUME for vol une MO0003 in library LOLT conpl et ed
successful ly.

ANRD985I Process 8 for GHECKOUT LI BUAL.UME running in the BACKGROUND conpl et ed
wth conpl etion state SUXESS at 07: 44: 08.

adsnecheckout |ibvol une 1dlt v00OO1
ANR20171 Admini strator SERVER QONSCLE i ssued command: CHECKQJT libv 1dit v00001

ANRD984l Process 9 for GHECKOJT LIBVALUME started in the BAKGRAND at
07: 45: 17.

ANRB4A34l CHECKAUJT LI BVALUME (peration for vol une VOOOO1 in library LOLT
started as process 9.

ANRB3361 Verifying label of OLT vol une VOO0O1 in drive DRVL (/dev/ntl).
ANRB307I 002: Renove OLT vol une VOO001 fromslot wth el ement nunber 5 of
library LOLT; issue 'REPLY along with the request |D when ready.

adsmereply 2

ANR20171 Admini strator SERVER QONSCLE i ssued command: REPLY 2

ANRB4991 Command accept ed.

ANRB438I CHECKAUT LI BVALUME for vol une MO0001 in library LOLT conpl et ed
successful ly.

ANRD985l Process 9f or GHECKQJT LI BVOLUME running in the BACKGRAOUND conpl et ed
with conpl etion state SUJESS at 07: 48: 09.
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12.4.2.4 Update Volume Location to Offsite

Before you update the volume information to the offsite location, you have to
make sure that the desired volumes have been physically sent and delivered to
the offsite location. To avoid a situation in which the volumes are requested for
mounts while in transition to the offsite location, you can set the volumes to
unavailable while in transition, by using the updat e vol une command with STATUS
set to UNAVAILABLE.

You can change the offsite location name to one suitable for your site. Once in
the offsite location, ADSM never asks for volumes with a status of offsite to be
mounted.

The next example assumes that you have the volumes V00003 and V00001 from
the previous backup stgpool commands and the volumes have been delivered to
the offsite location. Now you want to update their location to "ITSO vault":

adsn» updat e vol une * access=offsite location="1TSOvault" \
cont > wher eaccess=r eadw i t e, r eadonl y wher est g=of f dat a wherestatus=ful |l ,filling
ANR22071 Vol une V00003 updat ed.

adsm» query vol une v00003 for nat =det ai |

\ol une Nane: \0O0003
Sorage Pool Nane: CFFDATA
Device dass Nane: COLT
Estimated Gapacity (MB): 20, 480.0
Pct Wil: 0.0
Vol unre Satus: Flling
Access: O fsite
Pct. Recl ai nabl e Space: 100.0
Scrat ch Vol une?:
In BError Sate?:
Nunber of Witabl e S des:
Nunber of Tines Mbunt ed:
Wite Pass Nunber: 1
Approx. Date Last Witten: 03/05/1999 07:14: 51
Approx. Date Last Read: 03/05/1999 07: 14: 48
Dat e Becane Pendi ng:
Nuniper of Wite Erors: 0
Nunber of Read Erors: O
Vol une Location: |TSO vault
Last Update by (administrator): ARVANDO
Last Updat e Date/ Ti ne: 03/ 05/ 1999 08: 09: 50

adsm> updat e vol une * access=offsite location="I TSO vaul t" \
cont > wher eaccess=readw i t e, readonl y wherestg=of fdirs wherestatus=full,filling
ANR22071 Vol une V00001 updat ed.

adsn» query vol une v00001 for nat =det ai |

\ol une Nane: \VO0001
Sorage Pool Nane: GFFORS
Device dass Nane: COLT
Estimated CGapacity (MB): 20, 480.0
Pct Wil: 0.0
Vol unre Satus: Flling
Access: O fsite
Pct. Reclai nabl e Space: 100.0
Scrat ch Vol une?:
In Bror Sate?:
Nunber of Witabl e S des:
Nundber of Tines Mbunt ed:
Wite Pass Nunber:
Approx. Date Last Witten: 03/05/1999 07: 36: 22
Approx. Date Last Read: 03/05/1999 07: 36: 18
DCat e Becane Pendi ng:
Nuniber of Wite Erors: 0
Nunber of Read Erors: O
Vol une Location: |TSO vault
Last Update by (adnministrator): ARMANDO
Last Updat e Date/ Ti ne: 03/ 05/ 1999 08: 11: 42

PrRrzz
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12.4.3 Offsite Tape Management to Onsite

In this section we show how to move offsite volumes to the onsite location. These
offsite volumes either have no active data on them (status of EMPTY) or are
being returned to recreate damaged data in a primary storage pool.

Offsite tapes can be seen as your second good copy of critical data. As you
perform backup and archive operations, all data is saved in storage pools, which
are the basic unit for onsite operations. When you perform a backup st gpool
command, ADSM verifies which data has not been sent to offsite yet and then
performs the copy operation. Since this is an incremental storage duplication,
only part of the whole onsite data is actually copied and thus, makes it
time-effective and cost-effective (fewer tapes needed).

As backup and archive data age and expire, the offsite tapes contain less active
data. Offsite tape reclamation consolidates these tape volumes, creating full
tapes and empty tapes in the process. These tapes remain in a pending state
until after the reuse delay period has expired. At this time the status of the tape
changes to EMPTY. Empty tapes can be returned onsite.

The steps that you need to perform to receive tapes from offsite are the following:
1. Identify the volumes to be brought onsite.
. Move the tape volumes from offsite to onsite.

2
3. Update the volume location.
4

. Check in storage volumes into a library.

12.4.3.1 Listing Volumes to Bring Onsite

You must first check which volumes are available to return onsite. The following
query vol une command shows two volumes (V00003 and V00001) that are now
available to be brought back:

adsnm» query vol une * access=of fsite status=enpty

\ol une Nane S orage Devi ce Esti nat ed Pct Vol une
Pool Nane Qass Nane  Gapacity Wil Satus
(MB)
V00001 GFO RS LT 0.0 0.0 BEwmty
V00003 CHDATA LT 0.0 0.0 BEwmty

We recommend that you keep a record of these volumes for tracking purposes
and use it as a shipping list for your offsite location.

The tape volumes should now be moved from the offsite location to your onsite
location.

12.4.3.2 Updating Volume Locations to Onsite

When the previously identified tape volumes have been returned onsite, you must
update the location and access mode, so that the volume can be reused.
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adsnmy updat e vol une * access=readwite | ocati on="" wherestg=offdata \
cont > wher est at us=enpt y wher eaccess=offsite
ANR22071 Vol une V00003 updat ed.

adsnm» query vol une v00003 for nat =det ai |

Vol une Nare: V00003
Sorage Pool Nane: GFFDATA
Device dass Nane: COLT
Estimated Gapacity (MB): 0.0
Pct UWil: 0.0
Vol une Status: Enpty
Access: Read/Wite
Pct. Recl ai nabl e Space:
Scrat ch Vol une?:
In Bror Sate?:
Nunber of Witabl e S des:
Nurber of Ti nes Mbunt ed:
Wite Pass Nunber:
Approx. Date Last Witten: 03/05/1999 07: 14:51
Approx. Date Last Read: 03/05/1999 07: 14: 48
DCat e Becane Pendi ng:
Nuniber of Wite Erors: 0
Nunber of Read Errors: O
Vol une Locati on:
Last Update by (adnministrator): ARVANDO
Last Wdate Date/ Ti ne: 03/ 05/ 1999 08: 37: 32

PRrRZZO
o

adsn» updat e vol une * access=readwite location="" wherestg=offdirs \
cont > wher est at us=enpt y wher eaccess=offsite
ANR22071 Vol une V00001 updat ed.

adsmr query vol une vO0001 for nat =det ai |

\ol une Narre: V00001
Sorage Pool Nane: GFFO RS
Device dass Nane: COLT
Estimated Capacity (MB): 0.0
Pct UWil: 0.0
Vol une Status: Enpty
Access: Read/Wite
Pct. Recl ai nabl e Space:
Scrat ch Vol une?:
In BError Sate?:
Nunber of Witabl e Sdes:
Nurber of Ti nes Mbunt ed:
Wite Pass Nunber:
Approx. Date Last Witten: 03/05/1999 07: 36: 22
Approx. Date Last Read: 03/05/1999 07: 36: 18
Dat e Becane Pendi ng:
Nuniper of Wite Erors: 0
Nunber of Read Erors: O
Vol une Locat i on:
Last Update by (administrator): ARVANDO
Last Wdate Date/ Tine: 03/ 05/ 1999 08: 52: 51

PRrRrZZO
o

12.4.3.3 Checking in Storage Volumes into a Library

This command may only be used if you have an automated tape library. Use the
checki n i bvol ume command to add a sequential access storage volume to
ADSM'’s inventory for an automated library. This command informs the ADSM
server that a volume is available for use. The server does not use any volumes
that physically reside in an automated library until a volume has been checked in
via the checki n Ii bvol une command. The volumes are checked in as scratch
because they are empty.
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adsnmrcheckin 1ibvol une 1dit search=yes status=scratch

ANR20171 Adnmini strator SERVER QONSCLE i ssued command: CGHECKIN libv Idlt

sear ch=yes st at us=scrat ch

ANRD984l Process 3 for GHECKI N LIBVOUME started in the BACKGROUND at 17: 55: 16.
ANRB422] CGHEOKIN LI BVOLUME peration for library LOLT started as process 3.
ANRB430l Vol une V00001 has been checked into library LOLT.

ANRB430l Vol une V00003 has been checked into library LOLT.

ANRB431l CHECKI N LI BYOLUME process conpl eted for library LOLT; 2 vol une(s)

f ound.

ANRD985] Process 3 for GHECKI N LI BYOLUME running in the BACKGROUND conpl et ed
wth conpl etion state SUXESS at 17: 59: 42.

12.4.4 Reclaiming Offsite Tapes

We can think of a moment in time where onsite data gets expired, and thus, must
reflect the same situation offsite. ADSM does not need the physical offsite tape to
perform this operation. Because ADSM has its own database (which is actually
the index for all files), it is just a matter of updating the new data as being
"deleted" in the database.

After some time, you may need to run a reclaim procedure, so that unused space
is released. Onsite tapes are merged so that you can release tapes for use.
Offsite tapes are a little bit different due to their own nature. To recycle an offsite
tape, you need first to "create" a new good onsite volume copy of all remaining
data. This is our new consolidated offsite volume. After that, we need to send this
new tape before actually reclaiming the old offsite volumes. ADSM handles this
situation by creating one or more tapes from the onsite ones.

ADSM will only ask to bring the old (usused offsite) tape after you send the new
(and now true) tape to offsite.

12.4.5 Database Backup Management

The management of ADSM database backups is a critical task in the
management of your environment. Backups of the database should be done
every day, and the copies should be moved offsite to provide disaster recovery.

The steps involved in the movement of backups from onsite to offsite, and their
return, are similar to those for storage pool data. The Disaster Recovery Manager
(DRM) feature simplifies the management of onsite-offsite tape movement for
both storage pool and database data. We highly recommend using DRM.

12.4.5.1 Moving Database Backups Offsite
The steps that you need to perform to send database backups offsite are:

1. Back up your database.

2. Identify the volumes to be taken offsite.
3. Remove volumes from the library.
4

. Move the volumes offsite.
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Back Up Your Database
You can perform a backup of the database at any time, by using the backup db
command. For examples, refer to 4.8, “Database Backup” on page 62.

This task can also be automated using a server script as shown in 11.2.1,
“Defining an Offsite Backup Schedule” on page 186.

Database backup volumes are tracked in a different manner to those of storage
pools. You can use the query vol hi story command to identify tape volumes
containing database backups. Alternately, you can use the activity log messages
to identify those tapes. Assuming that the database backup has been done, the
command to display the volumes is:

adsmrquery vol hi story type=dbbackup begi ndat e=t oday

Dat e/ Ti ne: 03/ 10/ 99 10: 48: 14
\ol une Type: BACKUPFULL
Backup Series: 13
Backup peration: 0
Volune Seq: 1
Device Qass: COLT
\ol une Nane: DBO003
\ol une Locat i on:

The volumes you require are those identified in the database backup with the
latest time stamp.

Remove Backups from Library
This step only applies if your backup tapes are in a library.

You can use the checkout |ibvol une command to remove the database backup
tapes from the library. This is the same process as that for storage pool data.

adsnecheckout |ibvol une | dit db0003
ANR20171 Administrator PHL i ssued coomand: CHECKQJT libv Idt db0003

ANRD984l Process 8 for GHECKQJT LIBUWLUME started in the BAKGRAND at

07: 55: 16.

ANRB434I CHEQKQUT LIBVALUME (peration for volune DBO003 in library LOLT
started as process 8.

ANRB336l Verifying |abel of OLT vol une DBO003 in drive DRVL (/dev/nil).
ANRB438I CHECKQUT LI BVOLUME for vol une DBOO03 in library LOLT conpl et ed
successful ly.

ANRD985I Process 8 for GHECKOUT LI BUAL.UME running in the BACKGROUND conpl et ed
wth conpl etion state SUXESS at 07: 58: 05.

Move Volumes Offsite
You should move the backup volumes to your offsite location. We recommend
that you track the tapes in a movement log.

12.4.5.2 Reusing Backup Tapes

You should keep a minimum of three days of database backup tapes. If you want
to allow for holiday weekends, then a larger number such as four or five may be
more appropriate. Our redbook environment uses five tapes.

The steps that you need to perform to reuse database backup tapes are:

1. Identify the volumes to be brought onsite.

2. Move the tape volumes from offsite to onsite.
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3. Update the volume to scratch.

4. Check in storage volumes into a library.

Identify the Volumes to be Brought Onsite

Database backups remain active until their entry is deleted from the volume
history. However, once it has been deleted, ADSM has no knowledge of the
volume at all.

As there is no way to display just the oldest database backup volumes, we use
the query vol hi story command to identify all tape volumes containing database
backups older than a specific number of days. The volumes you require are those
with the oldest time stamp. The following example uses five days.

adsn» query vol hi story type=dbbackup enddat e=t oday- 5

Dat e/ Ti ne: 03/ 05/ 1999 06: 27: 10
Vol une Type: BACKUPFULL
Backup Series: 17
Backup Qperation: O
Volunre Seq: 1
Device dass: COLT
\ol une Nane: DBOOO1
\ol une Locati on:

Move the Tape Volumes from Offsite to Onsite
You should move the backup volumes from your offsite location to your site. We
recommend that you track the tapes in a movement log.

Update the Volume to Scratch

You use the del ete vol hi story command to return the database backup volumes
to scratch. As there is no way to just delete the oldest database backup volumes,
you must delete backups older than a number of days. The following example
uses five days.

adsn» del ete vol hi story type=dbbackup t odat e=t oday- 5

Do you wish to proceed? (Yes/No) y
ANR2467] DELETE VO_H STQRY: 0 sequential volune history entries were
successful |y del et ed.

Check in Storage Volumes into a Library
This step only applies if your backup tapes are in a library.

You can use the checki n |i bvol une command to put the database backup tapes
into the library. This is the same process as that for storage pool data.

adsmrcheckin |ibvol une |dlt search=yes status=scratch

ANR20171 Admini strator AVANDA i ssued command: GHECGKIN libv [ dit

sear ch=yes st at us=scrat ch

ANRD984I Process 3 for GHEGKI N LIBVOLUME started in the BAGKGROUND at 19: 59: 55.
ANRB422] GHECKIN LIBVOLUME (peration for library LOLT started as process 3.
ANRB4301 Vol une DB0003 has been checked into library LOLT.

ANRB431l CHEQKI N LI BVOLUME process conpl eted for library LOLT, 1 vol une(s)

f ound.

ANRD985I Process 3 for GHEGKI N LI BVALUME runni ng i n the BACKGROUND conpl et ed
wth conpl etion state SUJESS at 20: 01: 42.
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12.5 Error Conditions

ADSM can write error information to both the ADSM activity log or the operating
system log. Some errors may not be related to ADSM. Thus, it may detect a
system failure which may be related to hardware problems, or even a software

component reporting error conditions.

12.5.1 ADSM Errors

Error analysis is a key point to your ADSM environment. If for any reason ADSM
is not able to write data to a tape, it may retry the operation (using hardware
built-in recovery features) or it may fail due to a non-recoverable error. ADSM will
notify all error conditions to the console, the ADSM activity log, or the operating
system log. For example, you can check that ADSM has an error condition logged

by using the query actl og command with the SEARCH parameter:

Dat e/ Ti ne

02/ 10/99 11: 06: 01

02/ 10/ 99 11: 06: 02

02/ 11/ 99 00: 17: 09

adsmrquery act| og begi ndat e=02/ 09/ 1999 sear ch=*error*

ANR20171 Admini strator SERVER QONSCLE i ssued command: QUERY ACTLGG begi ndat e=0-
2/09/ 1999 search=*error*

ANRB300E I/Oerror on library LOLT (CP=00006Q03, GC=207,
KEY=05, ASC=21, ASOQ-01, SENSE=70.00.05. 00. 00. 00. 00. OE O-
0. 00. 00. 00. 21. 01. 00. 00. 00. 00. 38. 00., Descri pti on=Devi ce
isnot inastate capable of performing request). Refer
to Appendi x Bin the 'Messages’ nanual for recommended
acti on.

ANRB300E I/Oerror on library LOLT (CP=00006Q03, GC=314,
KEY=05, ASC=3B, ASOQ-0E, SENSE=70.00. 05. 00. 00. 00. 00. OE 0-
0. 00. 00. 00. 3B. OE. 00. 00. 00. 00. 38. 00., Descri ption=The
source slot or drive was enpty in an attenpt to nove a
volune). Refer to Appendix B in the ' Messages’ manual
for reconmended acti on.

ANRB353E 004: |/Oerror reading | abel of volunme in drive
DR (/dev/mO0).

As you can see from the previous example, there are two library errors and one
volume error. The volume error may be because of a true hardware problem or a
media error. In this case, you may try to use another tape to isolate the problem
or even use another tape unit. You might realize that it was just a matter of
cleaning the unit. In our example, ADSM is not communicating with the library

autochanger when we perform a REPLY operation.

12.5.2 Machine Errors

Although ADSM can handle many error conditions, it cannot resolve all possible
errors. Therefore, when an unexpected error condition is met, ADSM notifies the
operating system event logging so that you may further isolate the problem. Note
that not all error messages are true problems. Sometimes, they are simply

information messages (for example, if a 3590 tape needs cleaning, then the 3494
library manager may mount the tape and create an information record indicating

that a CLEAN operation was performed).
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12.5.2.1 AlX errpt
You can locate ADSM errors on the AIX error log by using the operating system
command errpt. You also can use the system management interface tool (SMIT)
fast path to run the errpt command. To use the SMIT fast path, enter SMIT

ERRPT.

Note that the information shown in the errpt may not be all from ADSM. In this
example, the LFTDD error is not related to ADSM. The Ib0 and mt errors may be

an ADSM problem or a hardware problem. You and/or the technical staff must

investigate the conditions when the problem occurs and take the required

actions.
. N
kindu:[/]$ errpt | pg
| DENM FI ER TI MESTAWP T C RESOLRCE NAME DESCR PTION
42250866 0205183999 T H | b0 CPERATCR | NTERVENTI ON REQU RED
42250866 0205175599 T H | b0 CPERATCR | NTERVENTI ON REQU RED
42250866 0205175499 T H | b0 CPERATCR | NTERVENTI ON REQU RED
42250866 0204175899 T H | b0 CPERATCR | NTERVENTI ON REQU RED
42250866 0204175299 T H | b0 CPERATCR | NTERVENTI ON REQU RED
EB5CSCAC 0204141899 P S LFTCD SFTWARE PROGRAM BRR(R
EBS5CSCAC 0204141899 P S LFTCD SFTWARE PROGRAM BRR(R
EBS5CSCAC 0204141899 P S LFTCD SOFTWARE PROGRAM BRR(R
EBSCSCAC 0204141899 P S LFTCD SFTWARE PROGRAM BRR(R
2BFA76F6 0204141499 T S SYSPRXC SYSTEM SHUTDOM BY USER
9CBOCEE 0204141799 T O errdenon ERRCR LG33 NG TURNED ON
192AM71 0204141399 T O errdenon ERRCR LG33 NG TURNED GFF
42250866 0203152899 T H ni0 CPERATCR | NTERVENTI ON REQU RED
42250866 0203145899 T H | b0 CPERATCR | NTERVENTI ON REQU RED
42250866 0203144799 T Hn 1 CPERATCR | NTERVENTI ON REQU RED
You can get additional details by using the -a flag:
~

kindu:[/]$ errpt -a
LABH.: ADGM D L CG4
| DENN H ER 42250866
Dat e/ Ti ne: Fri Feb 5 18:39:56
Sequence Nunber: 355
Machi ne I d: 000034217600
Node | d: ki ndu
d ass: H
Type: TEMP
Resour ce Nane: 1 b0
Resource dass: library
Resource Type:  ADSM SCS -LB
Locat i on: 00-00-0S-3,0
Descri ption
CPERATCR | NTERVENTI ON REQU RED
Probabl e Causes
ATTACHED SCS TARGET DRV CE
Fai | ure Causes
ATTACHED SCS TARGET DEM CE

Recormended Acti ons

CGORRECT THEN RETRY

GEXK POMR

CHECK PHYS CAL | NSTALLATI ON

\" Y
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12.5.2.2 Windows NT Event Viewer

ADSM logs error, information, and warning conditions to the Windows NT
application log. You can browse it by using the Event Viewer utility which comes
with Windows NT. Figure 39 on page 228 shows you an example of a Windows
NT error screen with some ADSM error. Note that not all of them may be true
error conditions. You must evaluate if it is actually a problem or simply a
misconfiguration.

1 Event Yiewer - Application Log on \\23FFHBY [ [O] x|
Log Wiew Option: Help
Date |Time |Source |Category |Event |User |Computer
@ 2/2/49 32938 PM ADSMServer 2ma 19 R 23FFHBY -
©2/2/99 32927 PM ADSMServer 2ma 19 R 23FFHBY
©2/2/99 329:.09 PM ADSMServer 2ma 19 R 23FFHBY
©2/2/99 3:29:.06 PM ADSMServer (1844) 19 R 23FFHBY
©2/2/99 3:29:.06 PM ADSMServer 2ma 19 R 23FFHBY
©2/2/99 32445 PM ADSMServer (1844) 19 R 23FFHBY
©2/2/99 32445 PM ADSMServer 2ma 19 R 23FFHBY
©2/2/99 32431 PM ADSMServer (407 19 R 23FFHBY
©2/2/99 32150 PM ADSMServer (4085) 19 R 23FFHBY
©2/2/99 32150 PM ADSMServer (1844) 19 R 23FFHBY
@ z/2m 32138 PM ADSMServer (2022 21 R 23FFHBY
©2/2/99 316:48 PM ADSMServer Mane 3 R 23FFHBY
©2/2/99 316:48 PM ADSMServer Mane 5 R 23FFHBY
2299 316 23FFHBY b

ADSkSere MNone 5 [7A

3 AL er | B WA, 2 3FFHEY
©2/2199 3164 ADSMServer M 5 INEA 23FFHBY
©2/2199 3:16:48 P ADSMServer MNaone 5 INEA 23FFHBY
@ 272199 3:16:48 P ADSMServer MNaone B INEA 23FFHBY
@229 3:16:48 P ADSMServer MNaone 5 INEA 23FFHBY
©2/2199 3:16:48 P ADSMServer MNaone 5 INEA 23FFHBY
@ 272199 3:16:48 P ADSMServer MNaone B INEA 23FFHBY
@229 3:16:48 P ADSMServer MNaone 5 INEA 23FFHBY
©2/2199 3:16:48 P ADSMServer MNaone 5 INEA 23FFHBY
@ 272199 3:16:48 P ADSMServer MNaone B INEA 23FFHBY
@229 3:16:48 P ADSMServer MNaone 4 INEA 23FFHBY
©2/2199 3:16:48 P ADSMServer MNaone 2 INEA 23FFHBY

@ 272199 1:29:20 PM ADSMServer (2000
@ 272199 1:28:56 PM ADSMServer
@ 272199 1:27:45 P ADSMServer
@ 272199 1:27:16 P ADSMServer 21 INEA 23FFHBY
@ 1/29/99 5:35:44 P ADSMServer 21 INEA 23FFHBY

) 21 MNEA 23FFHEY
(2000)
(2307)
e
@1/28/99 53516 FPM ADEMServer (1629) 21 MNEA 23FFHEY
(1801)
(1829)
(1810)
(2023)

21 INEA 23FFHBY
21 INEA 23FFHBY

@ 1/29/99 5:34:27 PM ADSMServer 21 INEA 23FFHBY
@ 1/29/99 5:34:27 PM ADSMServer 21 INEA 23FFHBY
@ 1/29/99 5:33:50 PM ADSMServer 21 INEA 23FFHBY
@ 1/29/99 5:31:09 P ADSMServer 21 INEA 23FFHBY =

Figure 39. ADSM Error Entries in Windows Event Viewer

In this example we selected one of the red events, which is an error condition.
Figure 40 on page 229 shows us that a severe error occurred (most probably, an
attempt to start ADSM when it was already running).
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Event Detail [ %]

D ate: 242499 EventID: B

Time: 316:48 PM Source:  ADSMServer
User: MAa Type: Error
Computer. Z3FFHBY Category: Mone
Description:

[=atal ermar whils tying to open an ADSM volume. The most likely cause;l
of thiz eror iz that another ADSM server iz u nning and has allocated

the volume. Each ADSH server iz aszociated with a directory and a set

of volumes, ADSM servers running on Windows NT have a registy key
walue which identifies them. The default server has a key of Serverl.

Only one copy of an ADSM server, Server] for example, can be rn at
atime since ADSM does not share volumes between servers. ou will

need to shut down the server before pou can start anather one.

-]

[Dter f*) Bptes €00 Gbrds

|

i o

Cloze I Ereviousl Mext Help |

Figure 40. Detailed Event Information of ADSM Error
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Chapter 13. Performance Considerations

This chapter focuses on some parameters that should be tuned to get the
maximum performance during backup, archive, restore and retrieve operations.
The first section is a discussion of the parameters applicable on the ADSM
server. The next section covers the client node parameters.

More detailed explanations about performance tuning can be found in the ADSM
Version 3 Release 1 Performance Tuning Guide at http://books. adsm or g.

13.1 ADSM Server

This section is a discussion of the tuning parameters applicable to all ADSM
servers. There are other tuning parameters that can also be considered, but due
to the scope limitations of this guide, we will not be able to discuss all of them.

Note:

The following parameters must be set in the server options file. You need to
restart the ADSM server for the changes to take effect.

13.1.1 BUFPOOLSIZE

© Copyright IBM Corp. 1999

Cache storage is provided by the database buffer poolsize, which allows the
database pages to remain in memory for longer periods of time. This will entail
the database pages to remain in cache. The server can make continuous updates
to the pages without requiring 1/O operations to external storage. While a
database buffer pool can improve server performance, it will also require more
virtual memory.

An optimal setting for the database buffer pool is one in which the cache hit
percentage is greater than or equal to 98%. To check the cache hit percentage,
use the query db command with FORMAT=DETAILED.

adsn» query db format=detail

Avai |l abl e Space (MB): 40
Assigned Gapacity (MB): 40
Mixi num Ext ensi on (MB): 0O
Maxi num Reduction (MB): 32
Page Size (bytes): 4,096
Total Usabl e Pages: 10, 240
Wsed Pages: 1,636
Pct Wil: 16.0
Max. Pet Wil: 16.0
Physi cal Vol unes: 12
Buffer Pool Pages: 512
Total Buffer Requests: 46, 315
Cache Ht Pet.: 99.67
Cache Vdit Pect.: 0.00
Backup in Progress?. No
Type of Backup In Progress:
Incremental s Since Last Full: O
Changed S nce Last Backup (MB): 0.25
Per cent age Changed: 3.91
Last Conpl ete Backup Date/ Ti ne: 02/ 13/ 1999 00: 23: 46
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Increasing the BUFPOOLSIZE parameter can improve the performance of many
ADSM server functions such as multi-client backup, storage pool migration,
storage pool backup, expiration processing, and move data. If the cache hit
percentage is lower than 99%, increase the size of the BUFPOOLSIZE parameter
in the server options file. For most servers, we recommend starting with a value
of 32768, which equals 8192 database pages. If you have enough memory,
increase in 1MB increments. A cache hit percentage greater than 99% is an
indication that the proper BUFPOOLSIZE has been reached. However,
continuing to raise BUFPOOLSIZE beyond that level can be very helpful. While
increasing BUFPOOLSIZE, care must be taken not to cause paging in the virtual
memory system. Monitor system memory usage to check for any increased
paging after the BUFPOOLSIZE change. The recommended values for this
parameter are shown in Table 43 on page 232.

Table 43. Recommended Values for the BUFFPOOLSIZE

System memory Recommended BUFFPOOLSIZE (KB)
32 2048

48 3072

64 4096

96 9216

128 14336

160 20480

256 32768

512 65536

1024 131072

Use the reset buf pool command to reset the cache hit statistics.

adsn® reset buf pool
ANRD381l Bufferpool statistics were successfully reset.

13.1.2 EXPINTERVAL

232

The ADSM server runs automatic inventory expiration, and this option specifies
the interval in hours for this process. Inventory expiration removes client backup
and archive file copies from the server.

Backup and archive copy groups can specify the criteria that make copies of files
eligible for deletion from data storage. However, even when a file becomes
eligible for deletion, the file is not deleted until expiration processing occurs. If
expiration processing does not occur periodically, storage pool space is not
reclaimed from expired client files, and the ADSM server requires increased disk
storage space.

Expiration processing is very CPU intensive. If possible, it should be run when
other ADSM processes are not occurring. To enable this, either schedule
expiration once per day, or set EXPINTERVAL to 0 and manually start the
process with the expire inventory command at the server.
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13.1.3 LOGPOOLSIZE

This parameter specifies the size of the recovery log buffer pool size in kilobytes.
A large recovery log buffer pool may increase the rate by which recovery log
transactions are committed to the database, but it also requires more memory.
The recovery log buffer pool is used to hold new transaction records until they
can be written to the recovery log. The size of the recovery log buffer pool can
affect the frequency in which the server forces records to the recovery log. To
determine if LOGPOOLSIZE should be increased, monitor the value of Log Pool
Percentage Wait. To check the wait percentage, use the query | og command with

FORMAT=DETAIL.

Total Usabl e Pages:

Wsed Pages:

Pct Wil:

Max. Pet Wil:

Physi cal Vol unes:

Log Pool Pages:

Log Pool Pct. Wil:

Log Pool Pct. Wit:

Qumul ati ve Gonsunption (MB):
Qonsunpti on Reset Date/ Ti ne:

adsn» query | og fornat=detail

Avai |l abl e Space (MB):
Assi gned Gapacity (MB):
Maxi num Ext ensi on (MB) :
Maxi num Reduction (MB):

Page S ze (bytes):

108

24

84

16

4, 096
5, 632
351
6.2
7.3

2

128
0.23
0.00
493. 24
02/13/ 1998 11: 00: 01

If the value is greater than zero, increase the value of LOGPOOLSIZE. As the
size of the recovery log buffer pool is increased, remember to monitor system

memory usage.

13.1.4 MAXSESSION

The MAXSESSION parameter specifies the maximum number of simultaneous
client sessions that can connect with the ADSM server. The default value is 25
client sessions. The minimum value is 2 client sessions. The maximum value is
limited only by available virtual memory or communication resources. This
parameter specifies the maximum number of simultaneous client sessions that
can connect with the ADSM Server. By limiting the number of clients, server
performance can be improved, but the availability of ADSM services to the clients

is reduced.

13.1.5 MOVEBATCHSIZE and MOVESIZETHRESH

These two options, MOVEBATCHSIZE and MOVESIZETHRESH, help tune the
performance of the server processes that involve the movement of data between
storage media. These processes include storage pool backup and restore,
migration, reclamation, and move data.

These options specify the number of files that are to be moved and grouped
together in a batch, within the same server transaction.

The number of client files moved for each server database transaction during a
server storage pool backup or restore, migration, reclamation, or move data
operation will be determined by the number and size of the files in the batch. If
the number of files in the batch equals the MOVEBATCHSIZE before the
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cumulative size of the files becomes greater than the MOVESIZETHRESH, then
the MOVEBATCHSIZE is used to determine the number of files moved or copied
in the transaction. If the cumulative size of files being gathered for a move or
copy operation exceeds the MOVESIZETHRESH value before the number of files
becomes equivalent to the MOVEBATCHSIZE, then the MOVESIZETHRESH
value is used to determine the number of files moved or copied in the transaction.

Note that when the MOVEBATCHSIZE or MOVESIZETHRESH parameters are
increased from their default values, the server will require more space in the
recovery log. The recovery log may require an allocation space 2 or more times
larger than a recovery log size which uses the defaults. In addition, the server
requires a longer initialization time at startup. The impact of a larger recovery log
size will be felt while running the server with the logmode set to NORMAL (the
default value). If you choose to increase these values for performance reasons,
be sure to monitor recovery log usage during the first few storage pool
backup/restore, migration, reclamation, or move data executions to ensure
sufficient recovery log space is available.

13.1.6 USELARGEBUFFER

This parameter increases communication and device I/O buffers. Both the
client-server communication buffer and disk device I/O buffers have been
increased from 32 KB to 256 KB. The communication 1/O buffer is used during
data transfer with a client session, such as a backup session. The disk 1/O buffer
is used when data is read from or written to a disk storage pool.

Significant improvement in data transfer operations and CPU usage has been
observed when the USELARGEBUFFER feature is enabled. Increasing the buffer
sizes allows client-server communications and disk 1/0 to be more efficiently
performed than environments without this feature enabled. Reads and writes are
quicker and server resources are better utilized. By reducing CPU utilization,
more clients can concurrently be serviced, improving overall system
performance. With ADSM Version 3 these benefits are complemented with server
aggregation. Aggregation groups smaller, logical client files into fewer but larger
physical files at the server level. Larger files are better able to take advantage of
the larger buffers.

The USELARGEBUFFER option is enabled by default and will result in the server
storing data in a new format.

13.1.7 TCPWINDOWSIZE

234

This option specifies the size of the TCP sliding window in kilobytes. The
TCPWINDOWSIZE option overrides the operating system’s TCP send and
receive spaces. In AlX for instance, these parameters are named tcp_sendspace
and tcp_recvspace. The TCPWINDOWSIZE option specifies the size of the TCP
sliding window for all clients and all but MVS servers. A larger window size can
improve communication performance, but uses more memory. It enables multiple
frames to be sent before an acknowledgment is obtained from the receiver. If
long transmission delays are being observed, increasing the TCPWINDOWSIZE
may improve throughput.

The size of the TCP/IP buffer is used when sending or receiving data. The
window size used in a session is the smaller of the server and client window
sizes. Larger window sizes use additional memory but may improve performance.
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13.1.8 TXNGROUPMAX

The TXNGROUPMAX option specifies the number of files transferred as a group
between commit points. This parameter is used in conjunction with the
TXNBYTELIMIT client option. This option reduces the number of server
transactions by increasing the number of files within any one transaction.
Therefore, the amount of overhead during backup or restore caused by database
commits is reduced.

When setting the size of transactions, consider setting a smaller size if you are
suffering many resends due to files changing during backup when using static,
shared static, or shared dynamic. This would apply to static as well as to shared
because when the client realizes a file has changed during a backup and decides
to not send it (the file, that is), the client would still have to resend the other files
in that transaction.

13.2 Client Node

This section focuses on some tuning parameters on the ADSM client to obtain
maximum performance when using ADSM. These parameters can be changed or
added to the client options file.

13.2.1 COMPRESSION

The compression option compresses files before you send them to the ADSM
server. Compressing your files decreases the amount of data storage that is
required to store backup versions and archive copies of your files. It can,
however, affect ADSM throughput.

Client data compression will save storage space, network capacity and server
cycles. However, compression may have an adverse effect on throughput. If
compression is on, throughputs can be significantly slower, depending on client
processor speed, than if it were off. Compression may be beneficial for a fast
processor on a slow network, but it is not for a slow processor on a fast network.

Files continue compression even if the file size continues to increase. To prevent
continued compression if the filesize grows, and to send the file again without
compression, use the COMPRESSALWAYS option set to NO.

This option controls compression only if your ADSM administrator specifies that
your client node determines the selection using the updat e node command with
the parameter COMPRESSION set to YES.

Two alternatives exist to using ADSM compression:

« If you are backing up to tape, and the tape drive supports its own compaction,
use the tape drive compaction.

* Do not use ADSM compression if a client currently has built-in file
compression support. ADSM compression on these clients will not yield
additional reduction in the amount of data backed up to the server. The
following platforms have built-in file compression: NetWare 4.x, Windows NT,
and Windows 95.
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13.2.2 COMPRESSALWAYS

The COMPRESSALWAYS option controls what occurs when a file grows during
compression. You can continue compressing, or send the object again if it grows
during compression. This option is used with the COMPRESSION option.

13.2.3 DIRMC

This option will have a big impact during restore. The DIRMC option specifies the
management class you want ADSM to use for directories. The main benefit of
managing directories separately from their files is faster file restore throughput
from tape. The directories should be stored in a disk storage pool. The disk
storage pool should not require a lot of space, since directories are typically very
small.

In a restore operation, ADSM first restores the directories and then the files. This
order of events can have a negative impact on restore from tape. For example, if
you have slow tape storage pools, and the directories are stored on tape with the
files, a large amount of time can be spent searching and mounting tapes to
restore the directories. This time is saved with the DIRMC option by storing the
directories in a disk storage pool.

13.2.4 QUIET
The QUIET option keeps messages from being written to the screen during
ADSM backups. By default, ADSM displays information about each file it backs
up. To prevent this, use the QUIET option. However, messages and summary
information are still written to the log files.

Two main benefits exist in using the QUIET option:

« For tape backup, the first transaction group of data is always resent. To avoid
this, use the QUIET option to reduce retransmissions at the client.

« If you are using the client scheduler to schedule ADSM backups, using the
QUIET option dramatically reduces disk 1/0O overhead to the schedule log and
improves ADSM throughput.

13.2.5 LARGECOMMBUFFERS

The LARGECOMMBUFFERS option specifies whether the client will use
increased buffers to transfer large amounts of data between the client and the
server. You can disable this option when your machine is running low on memory.

13.2.6 TCPBUFFSIZE

The TCPBUFFSIZE option specifies the size of the internal TCP communication
buffer that is used to transfer data between the client node and the server. A
large buffer can improve communication performance, but requires more
memory.

13.2.7 TCPWINDOWSIZE

This option specifies the size of the TCP/IP sliding window in kilobytes. The
TCPWINDOWSIZE option overrides the operating system's TCP send and
receive spaces.
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The TCPWINDOWSIZE option specifies the size of the TCP sliding window for all
clients and all but MVS servers. A larger window size can improve
communication performance, but uses more memory. It enables multiple frames
to be sent before an acknowledgment is obtained from the receiver. If long
transmission delays are being observed, increasing the TCPWINDOWSIZE may
improve throughput.

13.2.8 TXNBYTELIMIT

Specifies the batch size, in kilobytes, for ADSM server transactions. The
TXNBYTELIMIT option is used in conjunction with TXNGROUPMAX server
option. This option reduces the number of server transactions by increasing the
amount of data within any one transaction. Therefore, the amount of overhead
during backup, restore, archive, and retrieve caused by database commits is
reduced.

There are several items to consider when setting this parameter:

 Increasing the amount of data per transaction will increase recovery log
requirements on the server. Check log and log pool space to ensure there is
enough space. Also note that a larger log may result in longer server start-up
times.

 Increasing the amount of data per transaction may result in more data being
retransmitted if a retry occurs. This may negatively affect performance.

« The benefits of changing this parameter are dependent on configuration and
workload characteristics. In particular, this parameter benefits tape storage
pool backup more so than disk storage pool backup, especially if many small
files are in the workload.

When setting the size of transactions, consider setting a smaller size if you are
suffering many resends due to files changing during backup when using static,
shared static, or shared dynamic. This would apply to static as well as to shared
because when the client realizes a file has changed during a backup and decides
to not send it, the file that is, it would still have to re-send the other files in that
transaction.

13.3 How to Measure Performance

In measuring the performance of the ADSM solution, there is a need for the
above mentioned parameters to be fine tuned and the system to be restarted.
Fine tuning ADSM does not end with the backup, as the restore window is as
important as the backup window. But in some cases where the backup
parameters are needed in restoring the backed up data, then either the backup
window or the restore window will have to give way a little.

In most cases where the backup parameters are different from the restore
parameters, the backup and restore windows can be maximized.

To get the maximum performance of the system, a series of tests must be
performed and recorded. It is only in this manner that the throughput can be
tabulated. Tests should be conducted both for the backup and restore.
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ADSM performance can be influenced by various tuning parameters. Tuning
these functions for good performance requires diligence and expertise on the part
of the installer. The number of parameters that may be set within ADSM are quite
small; it is the tuning of the client, server, and network options that can become
very complex.

Performance tuning for a single platform function is quite complex, but due to
years of experience, it is generally well understood. ADSM, however, functions in
the client-server realm, supports many operating systems, works across
networks, and accepts different communication protocols. Consequently, there
are many more factors that affect performance. The factors below can affect
ADSM performance significantly:

. Client type

. Client speed

. Client activity

. Communication protocol type

. Communication protocol tuning

. Communication controller hardware
. Network activity

. Network speed

. Network reliability

. Server type

. Server speed

. Server activity

. Size and number of files

. Final output repository type (disk, tape, optical)

Clearly, with this many combinations, it is not feasible to discuss all possible
combinations of these parameters within the scope of this guide.
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Appendix A. Planning and Sizing Worksheets

The following is a collection of worksheets we introduce and recommend to use in
Chapter 1, “ADSM Implementation Checklists” on page 1.

The redbook support material is available in softcopy on the internet from the
redbooks Web server. Point your Web browser to:
ftp:// waw redbooks. i bm cond r edbooks/ S&245416

Alternatively you can go to:
htt p: // waw r edbooks. i bm com

and select Additional Redbook Materials (or follow the instructions given since
the Web pages change frequently!).

Table 44. Client Requirements Worksheet

Client 1 Client 2 Client 3 Client 4

Client name

Contact information

Operating system

Total storage available (GB)

Total storage used (GB)

GB changed per backup

Number of files backed up

Data compression

Backup window times

Backup number of hours

Required recovery time
frame

ADSM restore time frame

GB copied per archive

Number of files archived

Number of archives kept

Archive frequency

Archive window times

Archive number of hours

Policy domain

Client option set
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Table 45. Storage Policy Requirements Worksheet

Example 1 | Example 2 | Example 3 | Example 4
Group name
Number of backup versions
Backup file retention period
Number of deleted versions
Deleted file retention period
Offsite copies
Onsite collocation
Offsite collocation
Archive retention period
Table 46. Database Worksheet
Filename (Primary) Volume | Size Filename Volume Size
(MB) (Copy) (MB)
Total Total
Table 47. Recovery Log Worksheet
Filename (Primary) | Volume | Size Filename Volume Size
(MB) (Copy) (MB)
Total Total
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Table 48. Primary Storage Pool Worksheet

Filename

Volume

Size (MB)

Total

Table 49. Device Configuration and Volume History Worksheet

Name Volume Size (MB)
Total
Table 50. Total ADSM Disk Required Worksheet
Size (MB)

ADSM code (dependent on platform)

ADSM database

ADSM recovery log

Primary storage pools

Device configuration table and volume
history table

Other (RAID, Operating system)

Total

Planning and Sizing Worksheets
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Table 51. Tape Drive Configuration Worksheet

Option

Library model

Number of drives

Drive model

Number of onsite tape volumes

Number of offsite tape volumes

Number of database backup
volumes

Number of scratch tapes

Total tape volumes required

Table 52. Administrator IDs Worksheet

Functions ADSM ID

Authority

Server console SERVER_CONSOLE

System

Table 53. License Requirement Worksheet

Required

Required

Required

Server type

Network communications

Hierarchal storage manager

Backup-Archive clients

Advanced device support

Enterprise administration

Disaster recovery manager

OpenSystems environment

Server-to-server virtual volumes
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Appendix B. Redbook Support Material

This appendix contains listings of support material for this redbook. See section
1.2, “Redbook Support Material” on page 2 for considerations regarding this
material.

The redbook support material is available in softcopy on the internet from the
redbooks Web server. Point your Web browser to:

ftp://waw redbooks. i bm cond r edbooks/ S&245416

Alternatively you can go to:

htt p: // waw r edbooks. i bm com

and select Additional Redbook Materials (or follow the instructions given since
the Web pages change frequently!).

B.1 Macros

We have provided macros to help you implement your ADSM environment. The
names and values within those macros reflect the recommendations for our
redbook environment. You may change them to suit your environment as
required.

B.1.1 Define Administrators

© Copyright IBM Corp. 1999

The following is an ADSM macro which contains the administrative commands to
define our administrators. The name of the macro is nac. adm ns.

/* J
/* ADBM V3 Redbook Macro - Define Administrators */
/* Getting Sarted with ADGBM- | npl enentati on (S&4-5416) */
/* */
/* These scripts are supplied to hel p you i npl enent an ADSM */

/* environnent. The nanes and val ues reflect the recomrmendations */
/* for our Redbook environnent. You may change themto suit your */
/* environnent as required. */

/* This file is designed to be run as an Administrative GConmand  */
/* Line nmacro. You shoul d use the -itentonmt paraneter when you */

/* start the admin session, otherw se the nacro could fail!! */
/* */
/* * |
/* _______________________ */
/* System Admnistrators */
/* _______________________ */

regi ster admn sysadnin sysadmin contact="System Adnini strator’
grant authority sysadmn cl asses=system

/* _______________________________ */
/* System Support Administrators */
K o e e e e e e - */

regi ster admn support support contact="System Support’
grant authority support cl asses=system

/52 */
/* SystemReporting Administrators */
/* _________________________________ */

register adnin reporter reporter contact= SystemReporting’
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regi ster adnmin hel pdesk hel pdesk contact="Qient Administrator’
/* grant authority hel pdesk cl asses=node node=* */
/* You first have to register client nodes for this command to succeed! */

/* __________________________ */
/* Query all adninistrators */
K e e e — e ———— */
query adnin

B.1.2 Define Client Option Sets

The following is an ADSM macro which contains the administrative commands to
define our client option sets. The name of the macro is nac. opti onset s.

/* g
/* ADBM V3 Redbook Macro - Define dient (ption sets */
[* Getting Sarted with ADSM- | npl enent ati on (S@4-5416) */
/* */
/* These scripts are supplied to hel p you inpl enent an ADSM */

/* environnent. The nanes and val ues reflect the recormendations */
/* for our Redbook environnent. You may change themto suit your */
/* environnment as required. */
/*

/* This file is designed to be run as an Administrative Conmand  */
/* Line nmacro. You shoul d use the -itentonmt paraneter when you */

/* start the adnin session, otherw se the nacro could fail!! */
/* */
/* >/
[*--pecial NOt@------mmmm o e oo */
/* Renove the comments fromthe fol | owing del ete cl opt set */
/* conmands if you want to rerun this nacro. */
/* ________________________________________________________________ */
/* del ete cloptset redbook */

/* del ete cloptset aix */

/* del ete cloptset netware */
/* del ete cloptset w ndows */

/* Base (ption Set */

define cloptset redbook description="Redbook Base Set"
define clientopt redbook changingretries 4

define clientopt redbook conpressal ways yes
define clientopt redbook conpression of f

define clientopt redbook dirnt directory

define clientopt redbook dormai n all-Iocal

define clientopt redbook maxcndretries 2

define clientopt redbook nenoryefficientbackup no
define clientopt redbook quiet

define clientopt redbook retryperiod 20

define clientopt redbook runasservice yes

define clientopt redbook schednode pronpt ed
define clientopt redbook scrolllines 20

define clientopt redbook scrollpronpt no

define clientopt redbook subdir no

define clientopt redbook tapepronpt no

define clientopt redbook txnbytelinit 25600

/* _________________ */
/* AX Qptions Set */
[ % oo */

copy cloptset redbook ai x

updat e cl optset aix description="A X dients"

define clientopt aix inclexcl "exclude /unix/" seg=1

define clientopt aix inclexcl "exclude.dir /unix/" seq=2

define clientopt aix inclexcl "exclude /.../core" seq=3

define clientopt aix inclexcl "exclude /tnp/.../*" seq=4

define clientopt aix inclexcl "include /.../dsmebcl .| og specia " seq=5
define clientopt aix inclexcl "include /.../dsnsched.|og specia " seq=6
define clientopt aix inclexcl "include /.../dsnerror.log specia " seq=7

244  Getting Started with ADSM: A Practical Implementation Guide



/* Netware Qptions Set */

/ K e e e e e e e e e e m e e mm e ————— */

copy cl optset redbook netware

updat e cloptset netware description="Netware dients"

define clientopt netware inclexcl "exclude sys:vol $l og. err" seq=1

define clientopt netware inclexcl "exclude sys:tts$l og.err" seq=2

define clientopt netware inclexcl "exclude sys: systenisys$l og. err" seq=3
define clientopt netware inclexcl "exclude sys:systenmevents.log" seq=4

define clientopt netware inclexcl "exclude sys:systenisecaudit.|og" seq=5
define clientopt netware inclexcl "exclude sys:systenisystemlog' seq=6

define clientopt netware inclexcl "exclude sys:systenicnaster.dba" seq=7
define clientopt netware inclexcl "exclude sys:systenibtrieve.trn" seg=8
define clientopt netware inclexcl "exclude sys:systenitsa/tsa$tenp. *" seq=9
define clientopt netware inclexcl "include *:/.../dsnwebcl .| og specia " seq=10
define clientopt netware inclexcl "include *:/.../dsnsched. | og specia " seq=11
define clientopt netware inclexcl "include *:/../dsnerror.log special" seq=12

[ ¥ e oo */
/* Wndows (ptions Set */
[ ¥ oo */

copy cl optset redbook w ndows

updat e cl optset w ndows description="Wndows dients"

define clientopt windows inclexcl "exclude ..\'pagefile.sys" seqg=1

define clientopt windows inclexcl "exclude ..\netl ogon. chg" seq=2

define clientopt w ndows inclexcl "excl ude ..\systen82\config\...\*" seg=3
define clientopt w ndows ..\ntuser.dat" seq=4

define clientopt w ndows ..\ntuser.dat.log" seq=5

define clientopt w ndows S Atenp\. . \*" seg=6

define clientopt windows inclexcl "exclude ..\cache\*" seq=7

define clientopt windows inclexcl "exclude ..\recycler\*" seq=8

i
i
i
incl excl "excl ude
i
i
i
i
define clientopt windows inclexcl "exclude *:\...\Tenporary Internet Fles\*" seq=9
i
i
i
i
i
i
i
i

incl excl "excl ude
ncl excl "excl ude

e e —

define clientopt windows inclexcl "exclude *:\mcrosoft uamvol une\...\*" seq=10
define clientopt windows inclexcl "exclude *:\ibnio.com seq=11

define clientopt w ndows inclexcl "exclude *:\ibndos. conf seg=12

define clientopt windows inclexcl "exclude *:\nsdos. sys" seq=13

define clientopt windows inclexcl "exclude *:io.sys" seq=14

define clientopt windows inclexcl "include *:/.../dsmebcl .l og specia " seq=15
define clientopt w ndows inclexcl "include *:/.../dsnsched.|og specia " seq=16
define clientopt windows inclexcl "include *:/../dsnerror.log special" seq=17

L I T T L I

/* ______________________________ */
/* Query all client option sets */
] * e i eees */

select * fromcloptsets

B.1.3 Define Policy Structure

The following is an ADSM macro which contains the administrative commands to
delete the default storage pools. The name of the macro is nac. pol i cy.

/* g
/* ADBM V3 Redbook Macro - Define Policy Donain, Set, Mynt d ass */
[* Getting Sarted with ADSM- | npl enentati on (S@4-5416) */
/* */
/* These scripts are supplied to hel p you inpl enent an ADSM */

/* environnent. The nanes and val ues reflect the recormendations */
/* for our Redbook environnent. You nay change themto suit your */
/* environnent as required. */

/* This file is designed to be run as an Adninistrative Gonmand  */
/* Line nacro. You should use the -itentommt paraneter when you */

/* start the admin session, otherwi se the nacro could fail!! */
/* */
/* g
/* ________________ */
/* Policy Donains */
/* ________________ */

define domai n server description="Server nodes" backretention=100 \

ar chret ent i on=365

define dormai n wor kst n descri pti on="Vrkstation nodes" backretention=100 \
ar chr et ent i on=365
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define policyset server server description="Server nodes"
define policyset workstn workstn descripti on="Wrkstati on nodes"

[ e e */
/* Managenent d asses */
K e e mm e — */

define ngmcl ass server server data migdestinati on=NONE \
description="Default nmanagenent class for server donai n"

assi gn def ngnicl ass server server data

define ngmcl ass server server directory nigdestinati on=NONE \
description="DOrectory nanagenent class for server donain"
define ngmcl ass server server specia migdestinati on=NON\E \
descri ption="Seci al nmanagenent class for server donain"
define ngnicl ass workstn workstn data nigdestinati on=NONE \
description="Default nanagenent class for workstn donai n"

assi gn def ngnicl ass workstn workstn dat a

define mgnicl ass workstn workstn directory nigdestinati on=NCNE \
description="Drectory nanagenent class for workstn donai n"
define ngmcl ass workstn workstn speci al nigdestinati on=NON\E \
description="Secial nanagenent class for workstn donai n"

define copygroup server server data type=Backup destinati on=D SKDATA \
frequency=1 verexi st s=3 verdel et ed=1 retextra=100 retonl y=365 \

node=nodi fied serialization=shrstatic

define copygroup server server directory type=Backup destination=0 SKDO RS \
frequency=1 verexi sts=nol i mt verdel eted=1 retextra=100 retonl y=365 \
node=nodi fied serialization=shrstatic

define copygroup server server special type=Backup desti nati on=D SKDATA \
frequency=1 verexi st s=3 verdel et ed=1 retextra=100 retonl y=365 \

node=nodi fied serializati on=shrdynam c

define copygroup workstn workstn data type=Backup desti nati on=0 SKDATA \
frequency=1 verexi st s=2 verdel et ed=1 retextra=30 retonl y=100 \

node=nodi fied serialization=shrstatic

define copygroup workstn workstn directory type=Backup destinati on=D SKD RS \
frequency=1 verexi sts=nol i mt verdel eted=1 retextra=30 retonl y=100 \
node=nodi fied serialization=shrstatic

define copygroup workstn workstn special type=Backup desti nati on=0 SKDATA \
frequency=1 verexi st s=2 verdel et ed=1 retextra=30 retonl y=100 \

node=nodi fi ed serial i zati on=shrdynam c

define copygroup server server data type=Archive destinati on=0 SKDATA \
retver=365 serialization=shrstatic

define copygroup workstn workstn data type=Archive destination=D SKDATA \
retver=100 serial i zati on=shrstatic

/* Validate policy sets */

/ K e o e e e e e e e e e e m e m——— - */

val i date pol i cyset server server
validate policyset workstn workstn

B.1.4 Define Schedules

The following is an ADSM macro which contains the administrative commands to
define our schedules. The name of the macro is nac. schedul es.

/* g
/* ADBM V3 Redbook Macro - Define Administrative/dient Schedul es */
/* Getting Sarted with ADGBM- | npl enentation (S&4-5416) */
/* */
/* These scripts are supplied to hel p you i npl enent an ADSM */

/* environnent. The nanes and val ues reflect the recormendations */
/* for our Redbook environnent. You nay change themto suit your */
/* environnent as required. */

/* This file is designed to be run as an Adninistrative Gonmand  */
/* Line nacro. You should use the -itentommt paraneter when you */

/* start the admin session, otherwi se the nacro could fail!! */
/* */
/* g
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define schedul e redbook_of fsite type=admin cnd="run redbook offsite" \
description="Backup all data for offsite storage" starttime=04:00 active=yes

v \olume Hstory File Mnageren!
define schedul e del ete vol hist type=admn \

cnu="del et e vol hi story type=dbbackup t odat e=t oday-5" \
description="Del ete vol une history information for database backups" \
startti ne=07: 00 acti ve=yes

defi ne schedul e backup vol hi st type=adnmin cnd="backup vol hi story" \
descri pti on="Backup vol une history file" startti ne=07: 05 acti ve=yes

define schedul e M GRATI ON START type=adm n cnd="updat e stgpool diskdata hi =0 | 0=0"
description="Sart nmigrati on on O SKDATA storage pool " startti ne=07: 00 active=yes
define schedul e M GRATI ON STCP t ype=adm n cnd="updat e stgpool di skdata hi =70 | 0=30"
description="Sop nigration on D SKDATA storage pool " startti ne=10: 00 acti ve=yes

/* ________________________ */
/* Tape Space Reclanation */
| % e o oo */

define schedul e REQLA M GFFD RS_START type=admin \
description="Sart recla mon the GFFO RS storage pool " \
cn="updat e stg of fdirs rec=75" startti ne=10: 00 acti ve=yes
define schedul e REALA M OFFD RS _STCP type=adnin \
description="Sop reclaimon the GFO RS storage pool " \
cn="updat e stg of fdirs rec=100" starttine=11:00 active=yes
define schedul e REQLAl M GFFDATA START type=admin \
description="Sart recla mon the G-FDATA storage pool " \
cnu="updat e stg of fdata rec=75" starttine=11: 00 active=yes
define schedul e REQLAl M CFFDATA STCP type=adnin \
description="Sop reclaimon the G-FDATA storage pool " \
cn="updat e stg of fdata rec=100" starttinme=14:00 active=yes
define schedul e REQLAl M TAPEDATA START type=adnin \
description="Sart recla mon the TAPEDATA st orage pool " \
cn="updat e stg tapedata rec=75" starttime=14: 00 active=yes
define schedul e REQLA M TAPEDATA STCP t ype=admin \
description="Sop reclai mon the TAPEDATA storage pool " \
cnu="updat e stg tapedata rec=100" starttine=17:00 active=yes

define schedul e EXPI RE_| \VENTQRY type=admin description="lnventory expiration" \
cnu="expire inventory" startti mne=17: 00 active=yes

[ % e */
/* Audit Licences */
T, */

define schedul e ALD T_LI CENSE type=adnin description="Audit |icenses" \
cni="audit |icenses" starttine=00:00 active=yes

2, */
/* dient Schedul es */
/* __________________ */

define schedul e server server_nightly startti ne=22: 00 duration=3 duruni ts=hours \
description="N ghtly backup schedul e for SERVER donai n"

define schedul e workstn workstn_nightly startti ne=22: 00 duration=3 durunit s=hour s\
description="N ghtly backup schedul e for WRKSTN donai n"

/* __________________________ */
/* Query all schedul es */
| * e e */

query schedul e
query schedul e type=adnin

B.1.5 Define Server Scripts

The following is an ADSM macro which contains the administrative commands to
define our server scripts. The name of the macro is nac. scri pts.
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/* Line nacro.

/* envi ronnent .
/* for our Redbook environnent.
/* environnent as required.

/* J
/* ADBMIV3 Redbook Macro - Define Server Scripts */
/* Getting Sarted with ADBM- | npl enentati on (S&4-5416) */
/* */
/* These scripts are supplied to hel p you i npl ement an ADSM */

The nanes and val ues refl ect the reconmendations */

You nay change themto suit your */

/* This file is designed to be run as an Administrative GConmand  */

You shoul d use the -itentommit paraneter when you */

query script redbook*

/* start the adnin session, otherw se the nacro could fail!! */

/* */

/* >/

/ K o o o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e */

/* Define Gfsite Sorage Process */

/ K o o o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e */

delete script redbook offsite

define script redbook offsite descripti on="Backup all data for offsite storage"
update script redbook offsite "/*---------mmmmmm */
updat e script redbook offsite "/* Script Name: redbook of fsite *
updat e script redbook_offsite "/* Description: Backup data for offsite storage */"
update script redbook offsite "/*--------mmmmmmm */
updat e script redbook _offsite "/* If there are active node sessions, then *
updat e script redbook_offsite "/* reschedul e this script to run again in 20 */
updat e script redbook offsite "/* 20 mnutes. |If there are no active node *
updat e script redbook _offsite "/* sessions, then backup all the onsite storage */"
update script redbook_offsite "/* pools and the ADSM dat abase. */
update script redbook offsite "/*---------mmmmmm */
updat e script redbook_offsite "select * fromsessions where -"

update script redbook_offsite " upper (sessi on_t ype) = NCLE "

updat e script redbook_offsite "if (rc_ok) goto reschedul e"

updat e script redbook_offsite "backup stgpool diskdirs offdirs wait=yes"

updat e script redbook_offsite "backup stgpool di skdata of fdata wait=yes"

updat e script redbook_offsite "backup stgpool tapedata of fdata wait=yes"

updat e script redbook_offsite "backup db devcl ass=of fsite type=full scratch=yes"
update script redbook _offsite "exit"

updat e script redbook_offsite "reschedul e:"

updat e script redbook_offsite "del ete schedul e redbook offsite retry type=admn"
updat e script redbook_offsite "define schedul e redbook_offsite retry type=adnin -"
updat e script redbook offsite " cnu="run redbook_offsite’ active=yes -"
updat e script redbook_offsite " startt=NOMO: 20 per uni t s=oneti ne"

] * e e */

B.1.6 Create Storage Pools
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The following is an ADSM macro which contains the administrative commands to

delete the default storage pools. The name of the macro is nac. stgcreat e.

/* Line nacro.

/* J
/* ADBM V3 Redbook Macro - Greate Sorage Pool s */
/* Getting Sarted with ADBM- | npl enentation (S&4-5416) */
/* */
/* These scripts are supplied to hel p you i npl enent an ADSM */
/* environnent. Nanes for device classes used shoul d be entered */
/* between the << >> synbol s and these << >> sysnbol s renoved. */

/* The M\XSTratch is set purposefully at a high value to avoi d */
/* any nisleading out of space nessages. You may set it to a nore */
/* meaningful value to better reflect the %itil val ue of your */
/* pool when g stgpool is run.

/* This file is designed to be run as an Adninistrative Gonmand  */

You shoul d use the -itentonmit paraneter when you */

/* start the admin session, otherwi se the nacro could fail!! */
/* */
/* g
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define stgpool tapedata <<library device class nane>> hi ghni g=100 \

nmaxscrat ch=10000 col | ocat e=no recl ai n¥100 reusedel ay=1

define stgpool diskdata di sk nextstgpool =t apedat a hi ghm g=70 | owni g=30 \
cache=no

define stgpool diskdirs disk hi ghm g=100

define stgpool offdirs <<offsite library device class name>> pool t ype=copy \
recl ai n¥100 nmaxscr at ch=10000 r eusedel ay=5

define stgpool offdata <<offsite library device class name>> pool t ype=copy \
recl ai n¥100 naxscr at ch=10000 reusedel ay=5

define stgpool none di sk

B.1.7 Delete Default Storage Pools

The following is an ADSM macro which contains the administrative commands to
delete the default storage pools. The name of the macro is nac. st gdel et e.

/* g
/* ADBM V3 Redbook Macro - Delete Default Sorage Pool s */
/* Getting Sarted with ADSM- | npl enentati on (S@4-5416) */
/* */
/* These scripts are supplied to hel p you inpl enent an ADSM */

/* environnent. The nanes and val ues reflect the recormendations */
/* for our Redbook environnent. You may change themto suit your */
/* environnment as required. */

/* This file is designed to be run as an Administrative GConmand  */
/* Line nacro. You shoul d use the -itentonmt paraneter when you */

/* start the admin session, otherw se the nacro could fail!! */
/* */
/* g

del ete stgpool backuppool
del ete stgpool archi vepool
del ete stgpool spacengpool
del ete stgpool di skpool

B.2 Server Options Files

We have created server option files for the AIX, MVS, and Windows NT server
environments. Our environment assumes that TCP/IP is the network protocol,
Web access is enabled for administrators, and basic performance tuning values
are specified.

All possible server options for each platform have been specified in the
respective files. Server options have been grouped into the same categories as
they appear in the administrator reference manuals for ease of reference. Those
categories are:

« Communications

e Automated Cartridge System Library

« Client-server communication processing
 Site dependent

« Database and recovery log

¢ Group and transfer data

* Messages

« Event logging

* Miscellaneous
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B.2.1 AIX

Within each category, the options are ordered alphabetically. Options which are
not active are preceded by an "*". All other options are active. Inactive options
are those that are either not applicable for our TCPIP assumption or require
further setup such as those for Tivoli event monitoring.

The following shows our server options file for AIX. This file can also be used as
the basis for a server options file for the HP/UX and Solaris platforms.

ADSM HP/UX and Solaris servers only support TCPIP as a network protocol.
HP/UX does not support the STK Automated Cartridge System Library Software
or the ENABLE3590LIBRARY parameters.

ADBM V3 Redbook Server (ptions File - Al X Version
Getting Sarted wth ACBM- | npl enentati on (S34-5416)

* ok % K
S

* *
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B.2.2 MVS

BUFPAOLS ZE 32768
LO3PO0LS ZE 2048

M RRORREAD [B NCRVAL

M RRORREAD LG5 NCRVAL

M RRORMR TE DB SEQUENTI AL
M RRORMR TE LG5 SEQUENTT AL

K o e e e e e e e e mm e — e *
* Message (ptions *
K e e e e e e e e e e e *
BEXPQU ET YES
MESSAGEFCRWAT 1
MG NTERVAL 1

EVENTSERVER YES

FILEEXT NO
USEREX T NO

*TECBEQ NEVENTLGEA NG
* TECHOSTNAME

* TECPCRT

* *

DEVOONFI G / adsni devconfi g

DEVOONFI G/ adsmnirror/ deveonfi g
ENABLE3590LI BRARY NO

BEXPl NTERVAL 0

*NOALDI TSTCRAGE

* NCPREEMPT

RESTGRE | NTERVAL 1440

VOLUMEH STCRY / adsmi vol unehi st ory

VA_.UMEH STQRY /adsm mirror/ vol unehi story

The following shows our server options file for MVS.

ADEM V3 Redbook Server (ptions File - M/S Version
Getting Sarted wth ADBM- I npl enentati on (S&4-5416)

* ok X K
I
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BUFPool si ze 16384

LOG ool si ze 2048

M RRORRead [B Nor nal

M RRORRead LGG Nor nal
MRRORWite DB Sequenti al
MRRORWite LGG Sequenti al

MOvEBat chsi ze 500
MDVES zet hresh 256
TXNG oupnax 256

BXPQ et YES
MESsagef or mat 1
MB&H ghlight O
MBGSUppr ess O
RQUTEGde 11

WSEEA T NO

*TECBegi nevent | oggi ng
*TEQHbst nane

*TECPor t

DELeti onexit ARCTVEXT

DEVOONF G ' ADGM SERVER DEVAONFG
DEVOONFI G ' ADGMI SERVER DEVAOONFG ALT
B Nerval 0

RESTGRE | NTERVAL 1440
VQLuneH story ' ADBM SERVER VALH ST’
VQLuneH story " ADSM SERVER VOLH ST.ALT

B.2.3 Windows NT
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The following shows our server options file for Windows NT.
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* ok % K

ADBM V3 Redbook Server (ptions File - Wndows NI Version
Getting Sarted wth ADBM- | npl enentati on (S&4-5416)

R

HITPPCRT 1580
HITPSPCRT 1543
*| PXBUFFERS ZE
*| PXSOOKET

LANADAPTER

NAMEDP PENAME \\ .\ Pt PBA ADSMP PE
*NETBl CBBUFFERS ZE
*NETBl CBNAME
*NETBl CBSESS (N
* SNVPHEARTBEATI NTERVAL
* SNVPMESSAGECATEGTRY
* SNVPSUBAGENT
* SNVPSUBAGENTHCST
* SNVPSUBAGENTPCRT
TCPBUFSI ZE 32
TCPNIHELAY YES
TAPPCRT 1500
TCPWNDOME ZE 2048

BUFPAOLS ZE 16384
LAOZPAOLS ZE 2048

K e e e e e e e e e m e mmm— *
* Message (ptions *
K o e e e e e e e e e e *
BEXPQU ET YES
MESSAGEFCRWAT 1
M3 NTERVAL 1
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EVENTSERVER YES

FILEEXT NO

USEREX T NO

* TECBEQ NEVENTLGEE NG
* TECHOSTNAME

* TECPCRT

K e e e e e e e e e m *

* Mscel | aneous *

* *

DEVOONH G c: \ adsm devconfi g

DEVOONFI G c: \adsmmrror\devconfig

BEXP NTERVAL 0

*NOALDI TSTCRAGE

* NCPREEMPT

RESTCGRE | NTERVAL 1440

VA_.UMEH STQRY c: \ adsm vol unehi st ory
VALUMEH STQRY c: \ adsm nirror\ vol unehi st ory

B.3 Client Options Files

We have created client option files for the NetWare and Windows 95/98/NT
environments. Our environment assumes that TCPIP is the network protocol, web
access is enabled for administrators, and basic performance tuning values are
specified. You must replace fields surrounded by angle brackets (<< and >>) with
the specific values for your site.

B.3.1 AIX

B.3.1.1 Client System Options File

The following shows our client system options file for AlX. This file can also be
used as the basis for a client system options file for the HP/UX and Solaris

platforms.

* *
* ADBM V3 Redbook dient Systemtions Fle (dsmsys)- AIX Version *
* Getting Sarted wth ADBM- | npl enentati on (S&4- 5416) *
* *

* *

* onmuni cati ons *

*

SERVERNAME <<ADBM Ser ver - Nange>>
QOMWMETHD TCP P

TCPBUFFS ZE 32

TCPNCLELAY Yes

TCPPCRT 1500

TCPSERVERALDRESS  <<ADBM Ser ver - Addr ess>>
TCPWNDOMNB ZE 58

LARGEQOMMBUFFERS Yes

SCHEDLOGNAME dsnsched. | og
SCHEDLOERETENTI ON 10, D
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B.3.2 NetWare

*DAl

*None - specified viathe dient otion Set (A X instead

B.3.1.2 Client User Options File
The following shows our client user options file for AlX. This file can also be used
as the basis for a client user options file for the HP/UX and Solaris platforms.

* "
* ADBM V3 Redbook dient User ptions File (dsmopt)- Al X Version *
* Getting Sarted wth ADBM- | npl enentati on (S&4- 5416) *
* *
K e e e e e e e e e e *

* Communi cati ons *

K e e e e e e e e e mm i m *

SERVERNAME <<ACBM Ser ver - Nane>>

The following shows our client options file for NetWare.

ADSM V3 Redbook dient (ptions Fle - Netware \ersion
Getting Sarted wth ACBM- | npl enentati on (S34-5416)

* ok ok K
* ok ok X

*
*

TCPPCRT 1500
TAPWNDOMH ZE 32

* ERRORLCG\AME
ERRORLOFETENTI N 10, D
PASSVWIRDACCESS GENERATE
REPLACE PROMPT
SCHEDLOGNAME dsnsched. | og
SCHEDLQGRETENTI N 10, D
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* | ncl ude/ Excl ude *
*

*None - specified viathe dient (otion Set (NETWARE) i nst ead

B.3.3 Windows 95/98/NT
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The following shows our client options file for Windows 95/98/NT.

ADSM V3 Redbook dient (ptions Fle - Wndows Version
Getting Sarted wth ACBM- | npl enentati on (S&4-5416)

* ok % K
* ok ok X

COMWETHD TCP P

TCPBUFFS ZE 63

TCPNCCELAY Yes

TAPPCRT 1500

TCPSERVERALDRESS  <<ADBM Ser ver - Nane>>
TCPWNDOMB ZE 32

SCHEDLOFRETENTI ON 10, D

*None - specified viathe dient (otion Set (WNDOM) i nstead
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Appendix C. Special Notices

© Copyright IBM Corp. 1999

This publication is intended to help IBM customers, Business Partners,
consultants, and staff implement ADSTAR Distributed Storage Manager (ADSM).
The information in this publication is not intended as the specification of any
programming interfaces that are provided by ADSM. See the PUBLICATIONS
section of the IBM Programming Announcement for ADSM for more information
about what publications are considered to be product documentation.

References in this publication to IBM products, programs or services do not imply
that IBM intends to make these available in all countries in which IBM operates.

Any reference to an IBM product, program, or service is not intended to state or

imply that only IBM’s product, program, or service may be used. Any functionally
equivalent program that does not infringe any of IBM’s intellectual property rights
may be used instead of the IBM product, program or service.

Information in this book was developed in conjunction with use of the equipment
specified, and is limited in application to those specific hardware and software
products and levels.

IBM may have patents or pending patent applications covering subject matter in
this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to the IBM Director of
Licensing, IBM Corporation, 500 Columbus Avenue, Thornwood, NY 10594 USA.

Licensees of this program who wish to have information about it for the purpose
of enabling: (i) the exchange of information between independently created
programs and other programs (including this one) and (ii) the mutual use of the
information which has been exchanged, should contact IBM Corporation, Dept.
600A, Mail Drop 1329, Somers, NY 10589 USA.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The information contained in this document has not been submitted to any formal
IBM test and is distributed AS IS. The use of this information or the
implementation of any of these techniques is a customer responsibility and
depends on the customer’s ability to evaluate and integrate them into the
customer’s operational environment. While each item may have been reviewed
by IBM for accuracy in a specific situation, there is no guarantee that the same or
similar results will be obtained elsewhere. Customers attempting to adapt these
techniques to their own environments do so at their own risk.

Any pointers in this publication to external Web sites are provided for
convenience only and do not in any manner serve as an endorsement of these
Web sites.

Any performance data contained in this document was determined in a controlled
environment, and therefore, the results that may be obtained in other operating
environments may vary significantly. Users of this document should verify the
applicable data for their specific environment.

Reference to PTF numbers that have not been released through the normal
distribution process does not imply general availability. The purpose of including
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these reference numbers is to alert IBM customers to specific information relative
to the implementation of the PTF when it becomes available to each customer
according to the normal IBM PTF distribution process.

The following terms are trademarks of the International Business Machines
Corporation in the United States and/or other countries:

IBM O ADSTAR
AIX AS/400
MVS/ESA NetView
0Ss/2 0S/390
0S/400

The following terms are trademarks of other companies:

C-bus is a trademark of Corollary, Inc. in the United States and/or other countries.

Java and all Java-based trademarks and logos are trademarks or registered
trademarks of Sun Microsystems, Inc. in the United States and/or other countries.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of
Microsoft Corporation in the United States and/or other countries.

PC Direct is a trademark of Ziff Communications Company in the United States
and/or other countries and is used by IBM Corporation under license.

ActionMedia, LANDesk, MMX, Pentium and ProShare are trademarks of Intel
Corporation in the United States and/or other countries. (For a complete list of
Intel trademarks see www.intel.com/tradmarx.htm.)

UNIX is a registered trademark in the United States and/or other countries
licensed exclusively through X/Open Company Limited.

Other company, product, and service names may be trademarks or service marks
of others.
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Appendix D. Related Publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

D.1 International Technical Support Organization Publications

For information on ordering these ITSO publications see “How to Get ITSO

Redbooks” on page 263.

ADSM Redbooks

Book Title

General Topics

ADSM Version 3 Technical Guide

ADSM Concepts

ADSM Advanced Implementation Experiences
Using ADSM Hierarchical Storage Management
Client Disaster Recovery: Bare Metal Restore
Specific Server Books

Windows NT Backup and Recovery with ADSM
ADSM Server-to-Server Implementation and Operation
ADSM Server for Windows NT Configuration and Recovery Examples
Getting Started with ADSM/6000

ADSM for AIX: Advanced Topics

AlIX Tape Management

ADSM/6000 on 9076 SP2

ADSM for MVS: Recovery and Disaster Recovery
ADSM for MVS: Using Tapes and Tape Libraries
Getting Started with ADSM/2

ADSM for OS/2: Advanced Topics

Setting Up and Implementing ADSM/400
ADSM/VSE Implementation Guide

Specific Client Books

Getting Started with ADSM NetWare Clients
Getting Started with ADSM AIX Clients

ADSM API Examples for OS/2 and Windows
ADSM with Other Products

A Practical Guide to Network Storage Manager

© Copyright IBM Corp. 1999

Publication
Number

SG24-2236
SG24-4877
GG24-4221
SG24-4631
SG24-4880

SG24-2231
SG24-5244
SG24-4878
GG24-4421
SG24-4601
SG24-4705
GG24-4499
SG24-4537
SG24-4538
GG24-4321
SG24-4740
GG24-4460
SG24-4266

GG24-4242
GG24-4243
SG24-2588

SG24-2242
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Book Title

Using ADSM to Back Up Databases

Using ADSM to Back Up Lotus Notes

Using ADSM to Back Up and Recover Microsoft Exchange Server

Hierarchical Storage Management for NetWare: ADSM and AvailHSM Implementation
Using ADSM to Back Up OS/2 LAN Server and Warp Server

Backup, Recovery, and Availability with DB2 Parallel Edition on RISC/6000

ADSM Operation and Management with TME10

ADSM Reporting with SAMS:Vantage

Publication
Number

SG24-4335
SG24-4534
SG24-5266
SG24-4713
SG24-4682
SG24-4695
SG24-2214
SG24-5271

D.2 Redbooks on CD-ROMs

Redbooks are also available on CD-ROMs. Order a subscription and

receive updates 2-4 times a year.

CD-ROM Title Subscription Collection Kit
Number Number
System/390 Redbooks Collection SBOF-7201 SK2T-2177
Networking and Systems Management Redbooks Collection SBOF-7370 SK2T-6022
Transaction Processing and Data Management Redbook SBOF-7240 SK2T-8038
Lotus Redbooks Collection SBOF-6899 SK2T-8039
Tivoli Redbooks Collection SBOF-6898 SK2T-8044
AS/400 Redbooks Collection SBOF-7270 SK2T-2849
RS/6000 Redbooks Collection (HTML, BkMgr) SBOF-7230 SK2T-8040
RS/6000 Redbooks Collection (PostScript) SBOF-7205 SK2T-8041
RS/6000 Redbooks Collection (PDF Format) SBOF-8700 SK2T-8043
Application Development Redbooks Collection SBOF-7290 SK2T-8037
D.3 ADSM Product Publications
Book Title Publication
Number
ADSM V3R1 Messages GC35-0271
ADSM V3R1 AIX Quick Start GC35-0273
ADSM V3R1 AIX Administrator’s Guide GC35-0274
ADSM V3R1 AIX Administrator’s Reference GC35-0275
ADSM V3R1 MVS Quick Start GC35-0276
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Book Title Publication

Number
ADSM V3R1 MVS Administrator’s Guide GC35-0277
ADSM V3R1 MVS Administrator’'s Reference GC35-0278
Book Title Publication
Number
ADSM V3R1 AIX License SC35-0283
ADSM V3R1 MVS License GC35-0284
ADSM V3R1 Windows NT Administrator’s Guide GC35-0292
ADSM V3R1 Windows NT Administrator’s Reference GC35-0293
ADSM V3R1 Windows NT License SC35-0294
ADSM V3R1 Windows NT Quick Start GC35-0295
ADSM V3R1 Using the UNIX Backup-Archive Clients SH26-4075
ADSM V3R1 Using the OS/2 Backup-Archive Client SH26-4076
ADSM V3R1 Using the Novell NetWare Backup-Archive Client SH26-4077
ADSM V3R1 Using the Microsoft Windows Backup-Archive Client SH26-4078
ADSM V3R1 Installing the Clients SH26-4080
ADSM V3R1 Using the Application Programming Interface SH26-4081
ADSM V3R1 Trace Facility Guide SH26-4082
ADSM V3R1 Client Reference Cards SX26-6019
ADSM V3R1 Using the OS/2 Lotus Notes Backup Agent SH26-4084
ADSMConnect Agent for Oracle7 Backup on AIX Installation and User’s Guide SH26-4061
ADSMConnect Agent for Oracle Backup on Sun Solaris Installation and User’s Guide SH26-4063
ADSMConnect Agent for Lotus Notes on Windows NT Installation and User’s Guide SH26-4065
ADSMConnect Agent for Lotus Notes on AlX Installation and User’s Guide SH26-4067
ADSMConnect Agent for Microsoft SQL Server Installation and User’s Guide SH26-4069

D.4 ADSM Online Product Library

All of the ADSM publications are available in online readable format on the
CD-ROM listed below.

CD-ROM Title Publication
Number
ADSM V3R1.0 MVS Online Product Library SK3T-1396
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How to Get ITSO Redbooks

This section explains how both customers and IBM employees can find out about ITSO redbooks, redpieces, and
CD-ROMs. A form for ordering books and CD-ROMs by fax or e-mail is also provided.

» Redbooks Web Site http://ww redbooks. i bm coni

Search for, view, download or order hardcopy/CD-ROM redbooks from the redbooks web site. Also read
redpieces and download additional materials (code samples or diskette/CD-ROM images) from this redbooks

site.
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Canada (toll free)
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Country coordinator phone number is in the “How to Order” section at
this site:

http://ww el ink.ibnink.ibm conipbl/pbl/

1-800-445-9269

1-403-267-4455

Fax phone number is in the “How to Order” section at this site:
http://waw el ink.ibmink.ibm comipbl/pbl/

This information was current at the time of publication, but is continually subject to change. The latest information for
customer may be found at htt p: // ww r edbooks. i bm cond and for IBM employees at http://w8.itso.ibmconi.

— IBM Intranet for Employees

IBM employees may register for information on workshops, residencies, and redbooks by accessing the IBM
Intranet Web site at ht tp: //w8. i t so. i bm coni and clicking the ITSO Mailing List button. Look in the Materials
repository for workshops, presentations, papers, and Web pages developed and written by the ITSO technical
professionals; click the Additional Materials button. Employees may also view redbook. residency, and workshop
announcements at http: //inews. i bm coni.

© Copyright IBM Corp. 1999
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IBM Redbook Fax Order Form

Please send me the following:

Title

Order Number

Quantity

First name Last name

Company

Address

City Postal code

Country

Telephone number Telefax number

[J Invoice to customer number

VAT number

[ Credit card number

Credit card expiration date Card issued to

Signature

We accept American Express, Diners, Eurocard, Master Card, and Visa. Payment by credit card not
available in all countries. Signature mandatory for credit card payment.
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Index

A

access control lists
See ACLs

ACLs
backup of directory information

ACTIVATE POLICYSET command 121

ADMIN, admin ID 124

administrative client
ACTIVATE POLICYSET command 121
ADMIN ID 124
ASSIGN DEFMGMTCLASS command 109
AUDIT LICENSES command 140, 191
AUDIT VOLUME command 94
BACKUP DB command 62, 224
BACKUP STGPOOL command 95, 217, 220
BACKUP VOLHISTORY command 189
batch mode option of command line interface 146
BEGIN EVENTLOGGING command 203
CANCEL PROCESS command 201
CANCEL RESTORE command 201, 212
CANCEL SESSION command 178, 201
CHECKIN LIBVOLUME command 90, 96, 222, 225
CHECKOUT LIBVOLUME command 96, 219, 224
client option set

See client option set

command line interface 145
CONSOLE parameter 199
console session 199
CONTACT option 123
COPY CLOPTSET command 134
DEFINE ASSOCIATION command 192, 193
DEFINE CLIENTOPT command 134
DEFINE CLOPTSET command 134
DEFINE COPYGROUP command 112, 113
DEFINE DBBACKUPTRIGGER command 53
DEFINE DBCOPY command 58
DEFINE DBVOLUME command 43, 48
DEFINE DEVCLASS command 78, 87
DEFINE DOMAIN command 107
DEFINE DRIVE command 78, 86
DEFINE LIBRARY command 77, 85
DEFINE LOGCOPY command 59
DEFINE LOGVOLUME command 43, 50
DEFINE MGMTCLASS command 109
DEFINE POLICYSET command 108
DEFINE SCHEDULE command 185, 192
DEFINE SPACETRIGGER command 54
DEFINE STGPOOL command 81, 89
DEFINE VOLUME command 43, 92
DELETE CLIENTOPT command 134
DELETE CLOPTSET command 135
DELETE DBVOLUME command 60
DELETE DEVCLASS command 99
DELETE DOMAIN command 118
DELETE FILESPACE command 118, 130
DELETE LIBRARY command 99
DELETE LOGVOLUME command 61
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DELETE STGPOOL command 93, 98

DELETE VOLHISTORY command 64, 188, 225
deleting client node filespaces 130

DISABLE SESSIONS command 200
DISMOUNT VOLUME command 94, 99
dsmadmc program 145

ENABLE EVENTS command 203

EXPIRE INVENTORY command 121, 191, 232
EXTEND DB command 60, 63

EXTEND LOG command 61, 63

GRANT AUTHORITY command 123

granting node authority to administrator 129
GUI on Windows platform 143

HALT command 200

HELPDESK ID 125

installation 144

ITEMCOMMIT parameter 42

LABEL LIBVOLUME command 45, 83, 97, 215
loop mode option of command line interface 146
MACRO command 42

managing and controlling resources 143

MOVE DATA command 101

MOVE MEDIA command 208

privileges to manage resources 123

QUERY ACTLOG command 210, 226

QUERY ADMIN command 123, 126

QUERY AUDITOCCUPANCY command 191, 207
QUERY CONTENT command 101

QUERY COPYGROUP command 119

QUERY DB command 204, 231

QUERY DBBACKUPTRIGGER command 53
QUERY DBVOLUME command 57, 205
QUERY DEVCLASS command 62, 87

QUERY DRIVE command 207

QUERY EVENT command 194, 211

QUERY FILESPACE command 130

QUERY LIBRARY command 62

QUERY LIBVOLUME command 92, 208
QUERY LICENSE command 139

QUERY LOG command 205, 233

QUERY LOGVOLUME command 58, 206
QUERY MEDIA command 208

QUERY NODE command 129

QUERY OCCUPANCY command 102, 208
QUERY OPTIONS command 38

QUERY PROCESS command 95, 131, 201, 212
QUERY REQUEST command 91, 97, 209
QUERY RESTORE command 201, 212
QUERY SCHEDULE command 193

QUERY SESSION command 213

QUERY STATUS command 40, 52, 200, 202
QUERY STGPOOL command 82, 98, 209
QUERY VOLHISTORY command 206, 224, 225
QUERY VOLUME command 190, 209, 218, 221
QUIESCE option 200

REDUCE DB command 64

REDUCE LOG command 64

REGISTER ADMIN command 123

265



REGISTER LICENSE command 137
REGISTER NODE command 127, 128
registering admin IDs 124
registering client nodes 128
REMOVE ADMIN command 127
REMOVE NODE command 118
removing client nodes 131
RENAME STGPOOL command 102
REPLY command 91, 97
RESET BUFPOOL command 232
RESET LOGCONSUMPTION command 52
scheduling backup of volume history 189
scheduling deletion of volume history 188
scheduling inventory expiration 191
scheduling license audit 191
scheduling offsite backup 186
scheduling operations 184
scheduling reclamation 190
scheduling storage pool migration 189
SELECT command 42, 103, 133, 188
SERVER_CONSOLE ID 123, 196
SET ACCOUNTING command 42
SET ACTLOGRETENTION command 203
SET AUTHENTICATION command 41
SET INPWLENGTH command 41
SET INVALIDPWLIMIT command 41
SET LICENSEAUDITPERIOD command 140
SET LOGMODE command 51
SET PASSEXP command 41
SET WEBAUTHTIMEOUT command 41
TCPSERVERNAME option 145
TSO interface on MVS 143
UPDATE ADMIN command 126
UPDATE NODE command 119, 130, 133
UPDATE SPACETRIGGER command 54, 55
UPDATE STGPOOL command 82, 98, 189, 190
UPDATE VOLUME command 220, 222
VALIDATE POLICYSET command 120
verifying schedule events 211
Web administrative interface
See Web administrative interface
administrator
See administrative client
ADSM Web page
list of supported storage devices 67
software fixes 37
ARCHIVE command 163
archive copy group
ARCHMC option 163
assigning files to archive copy group 163
defining a copy group 113
DESTINATION option 113
RETVER option 113
SERIALIZATION option 113
TYPE option 113
archive description 163
ARCHMC
ARCHIVE command 163
client option 108
ARCHRET option, DEFINE DOMAIN command 107

ASSIGN DEFMGMTCLASS command 109

assigning files to specific management class 155, 163
AUDIT LICENSES command 140, 191

AUDIT VOLUME command 94

B
BACKRET option, DEFINE DOMAIN command 107
backup copy group
active file 110
assigning files to backup copy group 155
defining a copy group 110
DESTINATION option 111
expired file 110
FREQUENCY option 111
inactive file 110
INCLUDE option 155
MODE option 111
retention period 110
RETEXTRA option 110
RETONLY option 111
SERIALIZATION option 112
TYPE option 111
VERDELETED option 110
VEREXISTS option 110
BACKUP DB command 62, 224
BACKUP STGPOOL command 95, 217, 220
BACKUP VOLHISTORY command 189
backup-archive client
ARCHIVE command 163
archive description 163
archiving files to server 163
ARCHMC option 108
assigning files to archive copy group 163
assigning files to backup copy group 155
associating client with schedule 193
automatic start of scheduler 177
backing up files to server 159
batch mode option of command line interface 158
central scheduling 174
changing node password 130
CHANGINGRETRIES option 112
CLIENTID 128
client option set
See client option set
client system options file 153
client user options file 153
command line interface 157
COMMMETHOD option 154
communication options 154
COMPRESSALWAYS option 235
COMPRESSION option 235
deleting files during archive operation 163
DIRMC option 108, 236
DOMAIN option 127
dsm program 167
dsm.opt file 153
dsm.sys file 153
DSM_CONFIG variable 152
DSM_DIR variable 152
DSM_LOG variable 152
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dsmc program 157

DSMCUTIL program 177

DSMTCA, client communication agent 152

EXCLUDE option 155

granting node authority to administrator 129

graphical user interface 167

INCLEXCL option 155

INCLUDE option 108, 155

include-exclude list 108, 155

INCREMENTAL command 159

LARGECOMMBUFFERS option 236

loop mode option of command line interface 158

manual start of scheduler 175

NODENAME option 154

operational options 155

options file 153

PASSWORDACCESS option 155, 156

point-in-time restore 171

Preferences file for Macintosh 153

QUIET option 236

QUIT command 166

registering client nodes 128

removing client nodes 131

REPLACE option 155

restartable restore sessions 171

RESTORE command 160

restoring backed up files to client machine 160

restoring inactive file copies 161

restoring most recent file copies 161

RETRIEVE command 164

retrieving archived files to client machine 164

REVOKEREMOTEACCESS option

See Web client

SCHEDMODE option 155

SCHEDULE command 175

scheduling client operation 192

SELECTIVE command 159

site dependent options 155

SUBDIR option 155

TAPEPROMPT option 155

TCPBUFFSIZE option 154, 236

TCPPORT option 154

TCPSERVERADDRESS option 154

TCPWINDOWSIZE option 154, 236

TXNBYTELIMIT option 235, 237

TXNGROUPMAX option 237

USERID option 127

verifying schedule events 194
banner frame, Web administrative interface 148
batch mode of command line interface 146, 158
BEGIN EVENTLOGGING command 203
BUFPOOLSIZE, server option 40, 231

C

CACHE option, DEFINE STGPOOL command 73
CANCEL PROCESS command 201

CANCEL RESTORE command 201, 212
CANCEL SESSION command 178, 201
CHANGINGRETRIES, client option 112

charging of ADSM services 35

CHECKIN LIBVOLUME command 90, 96, 222, 225
CHECKLABEL option, DISMOUNT VOLUME command
94
checklists

client implementation, client tasks 7

client implementation, server tasks 7

daily operations 8

planning 5

server implementation 5
CHECKOUT LIBVOLUME command 96, 219, 224
client acceptor, Web client 152, 180
client access authority

See Web client
client node

See backup-archive client
client option set

adding options to set 134

associating client node 133

defining set 134

deleting set 135

easing administration of client nodes by centralized

management 132

include-exclude statements 132

protecting option settings against overwriting 132

removing option from set 134
client owner authority

See Web client
CLIENT, client node ID 128
COLLOCATE option, DEFINE STGPOOL command 73
collocation of sequential access storage volumes 73
command line client, Web administrative interface 147,
148
commands, administrator

ACTIVATE POLICYSET 121

ASSIGN DEFMGMTCLASS 109

AUDIT LICENSES 140, 191

AUDIT VOLUME 94

BACKUP DB 62, 224

BACKUP STGPOOL 95, 217, 220

BACKUP VOLHISTORY 189

BEGIN EVENTLOGGING 203

CANCEL PROCESS 201

CANCEL RESTORE 201, 212

CANCEL SESSION 178, 201

CHECKIN LIBVOLUME 90, 96, 222, 225

CHECKOUT LIBVOLUME 96, 219, 224

COPY CLOPTSET 134

DEFINE ASSOCIATION 192, 193

DEFINE CLIENTOPT 134

DEFINE CLOPTSET 134

DEFINE COPYGROUP 112, 113

DEFINE DBBACKUPTRIGGER 53

DEFINE DBCOPY 58

DEFINE DBVOLUME 43, 48

DEFINE DEVCLASS 78, 87

DEFINE DOMAIN 107

DEFINE DRIVE 78, 86

DEFINE LIBRARY 77, 85

DEFINE LOGCOPY 59

DEFINE LOGVOLUME 43, 50
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DEFINE MGMTCLASS 109
DEFINE POLICYSET 108

DEFINE SCHEDULE 185, 192
DEFINE SPACETRIGGER 54
DEFINE STGPOOL 81, 89

DEFINE VOLUME 43, 92

DELETE CLIENTOPT 134

DELETE CLOPTSET 135

DELETE DBVOLUME 60

DELETE DEVCLASS 99

DELETE DOMAIN 118

DELETE FILESPACE 118, 130
DELETE LIBRARY 99

DELETE LOGVOLUME 61
DELETE STGPOOL 93, 98
DELETE VOLHISTORY 64, 188, 225
DISABLE SESSIONS 200
DISMOUNT VOLUME 94, 99
ENABLE EVENTS 203

EXPIRE INVENTORY 121, 191, 232
EXTEND DB 60, 63

EXTEND LOG 61, 63

GRANT AUTHORITY 123

HALT 200

LABEL LIBVOLUME 45, 83, 97, 215
MACRO 42

MOVE DATA 101

MOVE MEDIA 208

QUERY ACTLOG 210, 226
QUERY ADMIN 123, 126

QUERY AUDITOCCUPANCY 191, 207
QUERY CONTENT 101

QUERY COPYGROUP 119
QUERY DB 204, 231

QUERY DBBACKUPTRIGGER 53
QUERY DBVOLUME 57, 205
QUERY DEVCLASS 62, 87
QUERY DRIVE 207

QUERY EVENT 194, 211

QUERY FILESPACE 130

QUERY LIBRARY 62

QUERY LIBVOLUME 92, 208
QUERY LICENSE 139

QUERY LOG 205, 233

QUERY LOGVOLUME 58, 206
QUERY MEDIA 208

QUERY NODE 129

QUERY OCCUPANCY 102, 208
QUERY OPTIONS 38

QUERY PROCESS 95, 131, 201, 212
QUERY REQUEST 91, 97, 209
QUERY RESTORE 201, 212
QUERY SCHEDULE 193

QUERY SESSION 213

QUERY STATUS 40, 52, 200, 202
QUERY STGPOOL 82, 98, 209
QUERY VOLHISTORY 206, 224, 225
QUERY VOLUME 190, 209, 218, 221
REDUCE DB 64

REDUCE LOG 64

REGISTER ADMIN 123

REGISTER LICENSE 137

REGISTER NODE 127, 128

REMOVE ADMIN 127

REMOVE NODE 118

RENAME STGPOOL 102

REPLY 91, 97

RESET BUFPOOL 232

RESET LOGCONSUMPTION 52

SELECT 42, 103, 133, 188

SET ACCOUNTING 42

SET ACTLOGRETENTION 203

SET AUTHENTICATION 41

SET INPWLENGTH 41

SET INVALIDPWLIMIT 41

SET LICENSEAUDITPERIOD 140

SET LOGMODE 51

SET PASSEXP 41

SET WEBAUTHTIMEOUT 41

UPDATE ADMIN 126

UPDATE NODE 119, 130, 133

UPDATE SPACETRIGGER 54, 55

UPDATE STGPOOL 82, 98, 189, 190

UPDATE VOLUME 220, 222

VALIDATE POLICYSET 120
commands, client

ARCHIVE 163

INCREMENTAL 159

QUIT 166

RESTORE 160

RETRIEVE 164

SCHEDULE 175

SELECTIVE 159
COMMMETHOD

client option 154

server option 144
COMPRESSALWAYS, client option 235
COMPRESSION option, UPDATE NODE command 235
configuration view, Web administrative interface 148
CONSOLE, admin parameter 199
CONTACT option, DEFINE ADMIN command 123
COPIED option, QUERY CONTENT command 101
COPY CLOPTSET command 134

D

data storage policy, management of backup data 105
database
defining server volumes 43, 48
extending capacity 60
incremental and full backup 62
managing backups 223
MAXIMUMSIZE option 54
mirroring volumes 56
moving backups offsite 223
reducing capacity 64
removing volumes 60
synchronization of server volumes 58
triggering automatic backup 53
triggering automatic expansion 54
DATEFORMAT
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client option 145

server option 39
DEFINE ASSOCIATION command 192, 193
DEFINE CLIENTOPT command 134
DEFINE CLOPTSET command 134
DEFINE COPYGROUP command 112, 113
DEFINE DBBACKUPTRIGGER command 53
DEFINE DBCOPY command 58
DEFINE DBVOLUME command 43, 48
DEFINE DEVCLASS command 78, 87
DEFINE DOMAIN command 107
DEFINE DRIVE command 78, 86
DEFINE LIBRARY command 77, 85
DEFINE LOGCOPY command 59
DEFINE LOGVOLUME command 43, 50
DEFINE MGMTCLASS command 109
DEFINE POLICYSET command 108
DEFINE SCHEDULE command 185, 192
DEFINE SPACETRIGGER command 54
DEFINE STGPOOL command 81, 89
DEFINE VOLUME command 43, 92
DELETE CLIENTOPT command 134
DELETE CLOPTSET command 135
DELETE DBVOLUME command 60
DELETE DEVCLASS command 99
DELETE DOMAIN command 118
DELETE FILESPACE command 118, 130
DELETE LIBRARY command 99
DELETE LOGVOLUME command 61
DELETE STGPOOL command 93, 98
DELETE VOLHISTORY command 64, 188, 225
DELETEFILES option, ARCHIVE command 163
DESCRIPTION option, ARCHIVE command 163
DESTINATION option, DEFINE COPYGROUP com-
mand 111
detail frame, Web administrative interface 148
DEVCONFIG, server option 40
device class

8MM type 78

defining device class 78

deleting device class 99

DISK 79

DLT type 80

FILE type 79

FORMAT option 78

logical component of storage device 76

MOUNTRETENTION option 78
devices

physical and logical components 76

random access 68, 75

sequential storage 69, 75
DIRMC, client option 108, 236
DISABLE SESSIONS command 200
disaster recovery management

See DRM
DISMOUNT VOLUME command 94, 99
domain

See policy domain
DOMAIN option, REGISTER NODE command 127
drive

defining for automatic library 85

defining for manual library 77

physical component of storage device 76
DRM 36, 223
dsm, backup-archive GUI program 167
dsm.opt, client user options file 153
dsm.sys, client system options file 153
DSM_CONFIG, client variable 152
DSM_DIR, client variable 152
DSM_LOG, client variable 152
dsmadmc, administrative client program 145
DSMAGENT, remote client agent 152, 180
dsmc, backup-archive command line interface client pro-
gram 157
DSMCAD, client acceptor 152, 180
DSMCUTIL, Windows NT client service program 177
DSMFMT, server utility 43
DSMLABEL, server utility 45
dsmserv, server program 42, 196
dsmserv.opt, server options file 38
DSMTCA, client communication agent 152

E
ENABLE EVENTS command 203
ENABLE3590LIBRARY, server option 40
enterprise console

see Web administrative interface
environment variables for client 152
errpt, AIX command 227
event monitoring 202
event receiver 203
event viewer, Web administrative interface 147, 148
EXCLUDE, client option 155
excluding files from backup processing 155
EXPINTERVAL, server option 40, 121, 232
EXPIRE INVENTORY command 121, 191, 232
export-import function 35
EXTEND DB command 60, 63
EXTEND LOG command 61, 63

F
file state

active 110, 161

expired 110, 161

inactive 110, 161
FORMAT option, DEFINE DEVICECLASS command 78
FORMATSIZE, volume option 43, 48, 50
FREQUENCY option, DEFINE COPYGROUP command
111

G

GRANT AUTHORITY command 123

H
HALT command 200
HELPDESK, admin ID 125, 129
HTTPPORT

client option 156
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server option 144

I

INACTIVE option, RESTORE command 161
INCLEXCL, client option 155

INCLUDE, client option 108, 155

include-exclude list 108, 153

including excluded files to backup processing 155
INCREMENTAL command 159

Internet Explorer, supported levels 146, 179
ITEMCOMMIT, admin parameter 42

J

Java applets 146

Java requirements
Web administrative interface 146
Web client 179

L
LABEL LIBVOLUME command 45, 83, 97, 215
LABELSOURCE option, LABEL LIBVOLUME command
90
LANGUAGE, client option 145
LARGECOMMBUFFERS, client option 236
LATEST option, RESTORE command 161
library
defining automatic library to ADSM 85
defining manual library to ADSM 77
LIBTYPE option 77
physical component of storage device 76
steps to delete a library 97
LIBTYPE option, DEFINE LIBRARY command 77
licensing
base server license
compliance with license terms 139, 140
enroliment certificate files 137
evaluation try and buy 141
migrating from evaluation to full installation 141
NOAUDITSTORAGE server option 140
saving in nodelock file 139
scheduling audit 191
LOGPOOLSIZE, server option 40, 233
loop mode of command line interface 146, 158
Isdev, AIX command 77

M
MACRO command 42
macros
loading macro into ADSM 4
mac.admins 124
mac.optionsets 133
mac.policy 114
mac.schedules 184, 188, 192
mac.scripts 187
mac.stgcreate 88
mac.stgdelete 93
management class
ARCHMC option 108

binding backup data 108

defining a management class 108

DIRMC option 108

INCLUDE option 108

MIGDESTINATION option 115
MAXIMUMSIZE option, DEFINE SPACETRIGGER com-
mand 54
MAXSCRATCH option, DEFINE STGPOOL command 80
MAXSESSION, server option 233
MAXSIZE option, DEFINE STGPOOL command 70
MIGDESTINATION option, DEFINE MGMTCLASS com-
mand 115
migration between storage pools 70, 100
mirroring of volumes 56
MIRRORWRITE, server option 40
MODE option, DEFINE COPYGROUP command 111
modified files during processing, serialization 112, 113
MOUNTRETENTION option, DEFINE DEVICECLASS
command 78
MOVE DATA command 101
MOVE MEDIA command 208
MOVEBATCHSIZE, server option 40, 233
MOVESIZETHRESH, server option 40, 233

N

Netscape, supported levels 146, 179
network view, Web administrative interface 148
NEXTSTGPOOL option, DEFINE STGPOOL command
72
NOAUDITSTORAGE, server option 140
nodelock, license file 139
NODENAME, client option 154
NUMBERFORMAT
client option 145
server option 39

O

object view, Web administrative interface 148
operation view, Web administrative interface 148

P
PASSWORDACCESS, client option 155, 156
passwords
automatic handling 155
Web client 156
PATH, client variable 152
PICK option, RESTORE command 160
point-in-time restore 171
policy domain
ARCHRET option 107
BACKRET option 107
defining a policy domain 107
enforcing policy 121
moving node to another domain 119
retention grace period 114
steps to remove default 118
policy set
activating policy sets 108, 121
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defining policy sets 108

validating policy sets 120
POOLTYPE option, DEFINE STGPOOL command 83
PRESERVEPATH option

RESTORE command 161

RETRIEVE command 165
problem determination 36, 226

QUERY ACTLOG command 210, 226

QUERY ADMIN command 123, 126

QUERY AUDITOCCUPANCY command 191, 207
QUERY CONTENT command 101

QUERY COPYGROUP command 119

QUERY DB command 204, 231

QUERY DBBACKUPTRIGGER command 53
QUERY DBVOLUME command 57, 205
QUERY DEVCLASS command 62, 87

QUERY DRIVE command 207

QUERY EVENT command 194, 211

QUERY FILESPACE command 130

QUERY LIBRARY command 62

QUERY LIBVOLUME command 92, 208
QUERY LICENSE command 139

QUERY LOG command 205, 233

QUERY LOGVOLUME command 58, 206
QUERY MEDIA command 208

QUERY NODE command 129

QUERY OCCUPANCY command 102, 208
QUERY OPTIONS command 38

QUERY PROCESS command 95, 131, 201, 212
QUERY REQUEST command 91, 97, 209
QUERY RESTORE command 201, 212

QUERY SCHEDULE command 193

QUERY SESSION command 213

QUERY STATUS command 40, 52, 200, 202
QUERY STGPOOL command 82, 98, 209
QUERY VOLHISTORY command 206, 224, 225
QUERY VOLUME command 190, 209, 218, 221
QUIESCE option, HALT command 200

QUIET, client option 236

QUIT command 166

R
RAID
RECLAIM option
DEFINE STGPOOL command 71
UPDATE STGPOOL command 190
RECLAIMSTGPOOL option, DEFINE STGPOOL com-
mand 71
reclamation
offsite volumes 72
scheduling 190
sequential storage pool volumes 71
recovery log
defining server volumes 44, 49
extending capacity 61
mirroring volumes 56
reducing capacity 64

removing volumes 61
ROLLFORWARD option 51
saving records 51
synchronization of volumes 59
triggering automatic expansion 55
redbook ADSM environment 2
redbook support material
checklists
See checklists 5
creating storage pools 88
defining administrator 124
defining client option sets 133
defining policy structure 114
defining schedules 184, 188, 192
defining server scripts for offsite backup 187
deleting default storage pools 93
downloading from redbooks Web server 3, 9, 239,
243
loading macro into ADSM 4
planning worksheets
See worksheets 9
REDUCE DB command 64
REDUCE LOG command 64
redundant array of independent disks
See RAID
REGISTER ADMIN command 123
REGISTER LICENSE command 137
REGISTER NODE command 127, 128
remote client agent, Web client 152, 180
REMOVE ADMIN command 127
REMOVE NODE command 118
RENAME STGPOOL command 102
REPLACE, client option 155
REPLY command 91, 97
RESET BUFPOOL command 232
RESET LOGCONSUMPTION command 52
restartable restore sessions 171
RESTORE command 160
retention grace period 114
RETEXTRA option, DEFINE COPYGROUP command
110
RETONLY option, DEFINE COPYGROUP command 111
RETRIEVE command 164
RETVER option, DEFINE COPYGROUP command 113
REVOKEREMOTEACCESS, client option
See Web client
ROLLFORWARD option, SET LOGMODE command 51

S
SCHEDMODE, client option 155
SCHEDULE command 175
scripts, server 35, 42, 186
SEARCH option, QUERY ACTLOG command 226
Secure Sockets Layer
see SSL
SELECT command 42, 103, 133, 188
SELECTIVE command 159
SERIALIZATION option, DEFINE COPYGROUP com-
mand 112
server
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active console mode 196
background mode 198
BUFPOOLSIZE option 40, 231
COMMMETHOD option 144
communication options 39
database
See database
DATEFORMAT option 39
DEVCONFIG option 40
DSMFMT utility 43
DSMLABEL utility 45
dsmserv program 42, 196
dsmserv.opt, options file 38
ENABLE3590LIBRARY option 40
event monitoring 202
event receiver 203
EXPINTERVAL option 40, 121, 232
export-import function 35
HTTPPORT option 144
installation 37
LANGUAGE option 39
licensing
See licensing
loading scripts 42
LOGPOOLSIZE option 40, 233
MAXSESSION option 233
MIRRORWRITE option 40
MOVEBATCHSIZE option 40, 233
MOVESIZETHRESH option 40, 233
NOAUDITSTORAGE option 140
NUMBERFORMAT option 39
performance options 40
recovery log
See recovery log
sample scripts 42
scripts 186
security related settings 41
site dependent options 39
starting the program 195
stopping the program 199
storage pool
See storage pool
TCPWINDOWSIZE option 40, 234
TIMEFORMAT option 40
TXNGROUPMAX option 40, 235
USELARGEBUFFER option 234
VOLUMEHISTORY option 40, 188
volumes
See volumes
SERVER_CONSOLE, admin ID 123, 196
SET ACCOUNTING command 42
SET ACTLOGRETENTION command 203
SET AUTHENTICATION command 41
SET INPWLENGTH command 41
SET INVALIDPWLIMIT command 41
SET LICENSEAUDITPERIOD command 140
SET LOGMODE command 51
SET PASSEXP command 41
SET WEBAUTHTIMEOUT command 41
SQL 35, 103

SSL
Web administrative interface 147

STATUS option, UPDATE VOLUME command 220

storage pool
checkout of tape volumes 96
collection of storage pool volumes 67
COLLOCATE option 73
copy volumes 68
defining copy 89
defining disk volumes 84, 92
defining for device class of DISK 81
defining for manual library 80
defining primary 88
defining server volumes 44
defining volumes for automatic library 90
defining volumes for manual library 83
deleting a storage pool 98
devices
See devices
disk caching 73
labelling and checkin of tape volumes 90
logical component of storage device 76
MAXSCRATCH option 80
MAXSIZE option 70
migration 70, 100
moving data within storage pool 101
NEXTSTGPOOL option 72, 80
POOLTYPE option 83
primary volumes 68
RECLAIM option 71, 190
RECLAIMSTGPOOL option 71, 82
reclamation 71
relabelling of tape volumes 97
removing default 93
scheduling migration 189
single drive reclamation 71
storage migration hierarchy 68
threshold parameter for migration 100
structured query language
See SQL
SUBDIR, client option 155

T
TAPEPROMPT, client option 155
tapes

See volumes
TCPBUFFSIZE, client option 154, 236
TCPPORT, client option 154
TCPSERVERADDRESS, client option 154
TCPSERVERNAME, client option 145
TCPWINDOWSIZE

client option 154, 236

server option 40, 234
TIMEFORMAT

client option 145

server option 40
tree frame, Web administrative interface 148
trustee directory assignments, NetWare

backup of directory information 93
try and buy evaluation
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See licensing
TSO, administrative interface on MVS 143
TXNBYTELIMIT, client option 235, 237
TXNGROUPMAX, server option 40, 235, 237
TYPE option, DEFINE COPYGROUP command 111

U

UPDATE ADMIN command 126

UPDATE NODE command 119, 130, 133
UPDATE SPACETRIGGER command 54, 55
UPDATE STGPOOL command 82, 98, 189, 190
UPDATE VOLUME command 220, 222
USELARGEBUFFER, server option 234

USERID option, REGISTER NODE command 127

\Y
VALIDATE POLICYSET command 120
VERDELETED option, DEFINE COPYGROUP com-
mand 110
VEREXISTS option, DEFINE COPYGROUP command
110
VOLUMEHISTORY, server option 40, 188
volumes

checking out from library 219

CHECKLABEL option 94

checkout of tapes 96

collocation 73

COPIED option 101

defining disk storage pool volumes 92

defining storage pool volumes for automatic library 90
defining storage pool volumes for manual library 83

FORMATSIZE option 43, 48, 50
formatting server volumes 43
history

See administrative client
labelling and checkin of tapes 90
LABELSOURCE option 90
listing to send offsite 218
listing to send onsite 221
logical component of storage device 76
managing tapes between onsite and offsite 214
mirroring 56
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command line 147, 148
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configuration 152
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passwords 156

remote client agent 152, 180
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